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There are many reasons to be curious about the way people learn, and the 
past several decades have seen an explosion of research that has substantially 
expanded understanding of brain processes and what they mean for individual 
learning, schooling, and policy. In 2000, the report How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 
2000; hereafter referred to as HPL I) was published and its influence has been 
both wide and deep, but 20 years later the research landscape has evolved still 
further. How People Learn II provides a much-needed update.

This book does not presume to provide answers to specific educational 
dilemmas—recipes for teaching or the proverbial “what to do on Monday 
morning.” Instead, the committee hopes that the book will be a tool that can 
enrich discussions about research and practice in education and learning for 
people of all ages. We have tried to present the existing scientific evidence 
in the most straightforward, accurate, and complete way that we can, and to 
synthesize and interpret the findings creatively. However, the practical applica-
tions that derive from the science will never be completely straightforward 
because the real world is highly complicated, with many moving parts and 
hidden complexities. The committee therefore asks you, the reader, to think 
critically about the findings we present in relation to your own work, and 
about how the findings reviewed here square with evidence and policies used 
to justify educational strategies, policies, and research questions in your pro-
fessional context. Only through active debates and attempts to contextualize 
and adapt the findings beyond the narrow settings in which they often were 
studied will we create significantly new understanding and better policy and 
practice as they relate to learning.
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1

Summary

Decades of research and the development of new technologies and re-
search methods laid the foundation for a remarkable blossoming of research 
on the processes and functions of learning in the 1980s and 1990s. In 2000, 
the National Research Council summarized key findings from this work in 
How People Learn: Mind Brain, Experience, and School: Expanded Edition 
(HPL I). This report brought together the work of two committees that had 
summarized insights on the nature of learning, such as how experts differ from 
novices, how learning transfers across settings, and how children and adult 
learners do and do not differ. It described principles for the design of effective 
learning environments and offered examples of effective teaching in history, 
mathematics, and science; an examination of the extent to which opportuni-
ties for teacher learning enhance effectiveness in facilitating learning; and a 
discussion of the promise of technology for supporting learning. HPL I was 
widely used by teacher educators and other postsecondary faculty in courses 
related to learning, and it has guided the practice of countless educators. This 
report expands on the foundation laid out in HPL I.

Researchers have continued to investigate the nature of learning and 
have generated new findings related to the neurological processes involved 
in learning, individual and cultural variability related to learning, and educa-
tional technologies. In addition to expanding scientific understanding of the 
mechanisms of learning and how the brain adapts throughout life, they have 
continued to make important discoveries about influences on learning, par-
ticularly sociocultural factors and the structure of learning environments. At 
the same time, technological developments have both offered new possibilities 
for fostering learning and created new learning challenges. 
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The Committee on How People Learn II: The Science and Practice of 
Learning, created by the National Academies of Sciences, Engineering, and 
Medicine, was asked to summarize new insights related to the ground covered 
in HPL I and expand the discussion to include learning that occurs beyond 
kindergarten through twelfth-grade education and throughout the life span, 
as well as the constellation of influences that affect individual learning. The 
committee was charged1 with:

reviewing and synthesizing research that has emerged across the various 
disciplines that focus on the study of learning from birth through adulthood 
in both formal and informal settings. Consideration will be given to the re-
search and research approaches with greatest potential to influence practice 
and policy. The report should specify directions for strategic investments in 
research and development to promote the knowledge, training, and technolo-
gies that are needed to support learning in today’s world.

To address our charge, the committee examined research that expands 
significantly on what was included in HPL I. This required us to explore 
numerous fields of study and therefore to draw on research that varied in 
both methodology and standards of evidence. Research on learning spans 
disciplines, including those centered on physiological processes, psychologi-
cal and psychosocial functioning, and broader views of cultural context. We 
reviewed laboratory-based neuropsychology and cognitive science, as well as 
work from cultural and social psychology, classroom-based education research, 
and qualitative studies of adult learning and the workplace.

THE COMPLEX INFLUENCES OF CULTURE
Learners function within complex developmental, cognitive, physical, 

social, and cultural systems. Research and theory from diverse fields have 
contributed to an evolving understanding that all learners grow and learn in 
culturally defined ways in culturally defined contexts. While humans share 
basic brain structures and processes, as well as fundamental experiences 
such as relationships with family, age-related stages, and many more, each of 
these phenomena are shaped by an individual’s precise experiences. Learning 
does not happen in the same way for all people because cultural influences 
are influential from the beginning of life. These ideas about the intertwining 
of learning and culture have been reinforced by research on many facets of 
learning and development. 

CONCLUSION 2-1: Each learner develops a unique array of 
knowledge and cognitive resources in the course of life that 

1 The full text of the committee’s Statement of Task is included in Chapter 1.
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are molded by the interplay of that learner’s cultural, social, 
cognitive, and biological contexts. Understanding the develop-
mental, cultural, contextual, and historical diversity of learners 
is central to understanding how people learn. 

TYPES AND PROCESSES OF LEARNING
Learning is a remarkably dynamic process; from before birth and through-

out life, learners adapt to experiences and their environment. Factors that 
are relevant to learning include influences from the microscopic level (e.g., 
lead levels in the learner’s blood) up to the macro level (e.g., qualities of the 
learner’s neighborhood, society, and culture). Even at the most basic indi-
vidual level, brain development and cognition (and the connectivity between 
cortical areas) are influenced and organized by cultural, social, emotional, and 
physiological experiences that contribute to both age-related and individual 
variability in learning. Different situations, contexts, and pedagogical strategies 
promote different types of learning.

An individual’s brain develops and is shaped by the set of experiences 
and influences unique to her—a process that occurs through the pruning 
of synapses and other neurological developments that take place through 
adolescence. The brain continues to adapt as the learner ages, through the 
continuous shaping and reshaping of neural connections in response to stimuli 
and demands. While the learner gains knowledge and skills as the brain devel-
ops throughout childhood and adolescence, the relationship between brain 
development and learning is not unidirectional: learning and brain develop-
ment interact in a reciprocal manner. Learning changes the brain throughout 
the life span; at the same time, the brain develops throughout the life span 
in ways that influence learning and are in turn influenced by the learner’s 
context and cultural influences. 

Learning requires that the individual orchestrate many different cogni-
tive processes including, for example, memory and attention. Memory—the 
capacity to store and retrieve knowledge and information—is an essential 
component of learning because it allows individuals to use past experiences 
to adapt and solve problems in the present. Memory is not a unitary capacity; 
it is a set of processes by which a learner reconstructs past experiences and 
forges new connections among them. 

CONCLUSION 3-1: The individual learner constantly integrates 
many types of learning, both deliberately and unconsciously, 
in response to the challenges and circumstances he encoun-
ters. The way a learner integrates learning functions is shaped 
by his social and physical environment but also shapes his 
future learning. 
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CONCLUSION 3-2: The brain develops throughout life, fol-
lowing a trajectory that is broadly consistent for humans but 
is also individualized by every learner’s environment and 
experiences. It gradually matures to become capable of a vast 
array of complex cognitive functions and is also malleable in 
adapting to challenges at a neurological level.

CONCLUSION 3-3: The relationship between brain develop-
ment and learning is reciprocal: learning occurs through 
interdependent neural networks, and at the same time learn-
ing and development involves the continuous shaping and 
reshaping of neural connections in response to stimuli and 
demands. Development of the brain influences behavior and 
learning, and in turn, learning influences brain development 
and brain health.

CONCLUSION 4-1: Successful learning requires coordination of 
multiple cognitive processes that involve different networks in 
the brain. In order to coordinate these processes, an individual 
needs to be able to monitor and regulate his own learning. The 
ability to monitor and regulate learning changes over the life 
span and can be improved through interventions.

CONCLUSION 4-2: Memory is an important foundation for 
most types of learning. Memory involves reconstruction rather 
than retrieval of exact copies of encoded mental representa-
tions. The cues available in a learner’s environment are criti-
cal for what she will be able to recall; they also play a role in 
the way the learner begins to integrate new information as 
knowledge.

KNOWLEDGE AND REASONING
Learners identify and establish relationships among pieces of informa-

tion and develop increasingly complex structures for using and categorizing 
what they have learned. Accumulating bodies of knowledge and the capacity 
to reason about them are key cognitive assets throughout the life span. The 
strategies that have shown promise for promoting learning help learners to 
develop the mental models they need to retain knowledge so they can use 
it adaptively and flexibly in making inferences and solving new problems. 

CONCLUSION 5-1: Prior knowledge can reduce the attentional 
demands associated with engaging in well-learned activities, 
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and it can facilitate new learning. However, prior knowledge 
can also lead to bias by causing people to not attend to new 
information and to rely on existing schema to solve new 
problems. These biases can be overcome but only through 
conscious effort.

CONCLUSION 5-2: Learners routinely generate their own 
novel understanding of the information they are accumulating 
and productively extend their knowledge by making logical 
connections between pieces of information. This capacity to 
generate novel understanding allows learners to use their 
knowledge to generalize, categorize, and solve problems.

CONCLUSION 5-3: The learning strategies for which there is 
evidence of effectiveness include ways to help students retrieve 
information and encourage them to summarize and explain 
material they are learning, as well as ways to space and struc-
ture the presentation of material. Effective strategies to create 
organized and distinctive knowledge structures encourage 
learners to go beyond the explicit material by elaborating 
and to enrich their mental representation of information by 
calling up and applying it in various contexts. 

CONCLUSION 5-4: The effectiveness of learning strategies is 
influenced by such contextual factors as the learner’s existing 
skills and prior knowledge, the nature of the material, and 
the goals for learning. Applying these approaches effectively 
therefore requires careful thought about how their specific 
mechanisms could be beneficial for particular learners, set-
tings, and learning objectives. 

MOTIVATION TO LEARN
Conscious learning requires sustained effort. To learn intentionally, people 

must want to learn and must see the value in accomplishing what is being 
asked of them. Numerous factors and circumstances influence an individual’s 
desire to learn and the decision to expend effort on learning. Engagement and 
intrinsic motivation develop and change over time; they are not properties of 
the individual or the environment alone, and they are strongly influenced by 
cultural and developmental processes. 

CONCLUSION 6-1: Motivation to learn is influenced by the 
multiple goals that individuals construct for themselves as a 
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result of their life and school experiences and the sociocultural 
context in which learning takes place. Motivation to learn is 
fostered for learners of all ages when they perceive the school 
or learning environment is a place where they “belong” and 
when the environment promotes their sense of agency and 
purpose. 

CONCLUSION 6-2: Educators may support learners’ motiva-
tion by attending to their engagement, persistence, and per-
formance by:

	 •	 	helping them to set desired learning goals and appropri-
ately challenging goals for performance; 

	 •	 	creating learning experiences that they value;
	 •	 	supporting their sense of control and autonomy;
	 •	 	developing their sense of competency by helping them 

to recognize, monitor, and strategize about their learning 
progress; and 

	 •	 	creating an emotionally supportive and nonthreaten-
ing learning environment where learners feel safe and 
valued. 

IMPLICATIONS FOR LEARNING IN SCHOOL
This report focused on learning that occurs throughout life and beyond 

formal educational settings, but it has profound implications for school. We 
highlight four topics related to schooling. First, understanding of the cultural 
nature of learning and development means that what takes place in every 
classroom—the learning environment, the influence of educators, and all 
students’ experience of school—cannot be fully understood without atten-
tion to cultural influences. Second, there is a growing body of research that 
examines learning in academic content areas that can provide guidance to 
educators. Third, a part of what is accomplished when educators attend to 
the influences of culture on the classroom environment and the perspectives 
students bring to their learning is that learners are better supported in taking 
charge of their own learning. Many strategies for fostering specific types and 
functions of learning are primarily ways of supporting the learner in actively 
making progress and improvements for himself. Finally, assessing learning is 
a central part of education in school; effective assessment depends on under-
standing of how learning occurs.

CONCLUSION 7-1: Effective instruction depends on under-
standing of the complex interplay among learners’ prior 
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knowledge, experiences, motivations, interests, and language 
and cognitive skills; educators’ own experiences and cultural 
influences; and the cultural, social, cognitive, and emotional 
characteristics of the learning environment.

CONCLUSION 7-2: A disparate body of research points to the 
importance of engaging the learner in directing his own learn-
ing by, for example, providing targeted feedback and support 
in developing metacognitive skills, challenges that are well 
matched to the learner’s current capacities, and support in 
setting and pursuing meaningful goals. 

CONCLUSION 7-3: A growing body of research supports adopt-
ing an asset model of education in which curricula and instruc-
tional techniques support all learners in connecting academic 
learning goals to the learning they do outside of school settings 
and through which learning experiences and opportunities 
from various settings are leveraged for each learner.

CONCLUSION 7-4: Purposefully teaching the language and 
practices specific to particular disciplines, such as science, his-
tory, and mathematics, is critical to helping students develop 
deep understanding in these subjects. 

CONCLUSION 7-5: Assessment is a critical tool for advancing 
and monitoring students’ learning in school. When grounded 
in well-defined models of learning, assessment information 
can be used to identify and subsequently narrow the gap 
between current and desired levels of students’ learning and 
performance.

LEARNING TECHNOLOGY
There is strong empirical support for the effectiveness of learning tech-

nologies, but there is no one universally ideal learning technology. The ef-
fectiveness of technology depends on the characteristics of the learner, the 
types of learning being targeted, sociocultural context, and support from 
instructors in the use of the technologies. 

CONCLUSION 8-1: The decision to use a technology for learn-
ing should be based on evidence indicating that the technology 
has a positive impact in learning situations that are similar 
with respect to:
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	 •	 	the types of learning and goals for learning; 
	 •	 	characteristics of the learners; 
	 •	 	the learning environment; 
	 •	 	features of the social and cultural context likely to affect 

learning; and 
	 •	 	the level of support in using the technology to be provided 

to learners and educators.

CONCLUSION 8-2: Effective use of technologies in formal 
education and training requires careful planning for imple-
mentation that addresses factors known to affect learning. 
These factors include alignment of the technology with learn-
ing goals, provision of professional development and other 
supports for instructors and learners, and equitable access to 
the technology. Ongoing assessment of student learning and 
evaluation of implementation are critical to ensuring that 
a particular use of technology is optimal and to identifying 
needed improvements. 

LEARNING ACROSS THE LIFE SPAN
Individuals learn throughout their lives in every setting. What and how 

much they learn, particularly outside of compulsory education, is largely direct-
ed by their own choices and circumstances. Learners’ capacities and resources 
shift over time. For example, both reasoning and knowledge increase up to 
early adulthood, when their paths begin to diverge. One’s abilities to quickly 
generate, transform, and manipulate factual information begin to decline, 
while knowledge levels remain stable or increase. However, the brain adapts 
throughout life, recruiting and orchestrating its resources to compensate for 
declines and adapt to circumstances. 

CONCLUSION 9-1: People continue to learn and grow through-
out the life span, and their choices, motivation, and capacity 
for self-regulation, as well as their circumstances, influence 
how much and how well they learn and transfer their learn-
ing to new situations.

CONCLUSION 9-2: People learn continually through active en-
gagement across many settings in their environments; learning 
that occurs outside of compulsory educational environments 
is a function of the learner’s motivation, interests, and oppor-
tunities. Engagement with work (especially complex work that 
involves both intellectual and social demands), social engage-
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ment, physical exercise, and adequate sleep are all associated 
with lifelong learning and healthy aging.

RESEARCH AGENDA
The research the committee has explored for this report demonstrates 

that learning involves lasting adaptations of multiple systems to the changing 
external and internal environment. Learning is a dynamic, ongoing process 
that is simultaneously biological and cultural. Attention to both individual 
factors (such as developmental stage; physical, emotional, and mental health; 
and interests and motivations), as well as factors external to the individual 
(such as the environment in which the learner is situated, social and cultural 
contexts, and opportunities available to learners) is necessary to develop a 
complete picture of the nature of learning. We have focused on key ideas that 
can be distilled from a diverse body of work to build on the picture of how 
people learn as it stood in 2000. That picture has grown more sophisticated, 
but there is still much more to learn. 

We have identified specific research objectives in two primary areas, which 
we hope will guide researchers and funders and spur work that integrates 
levels of analysis, methods, and theoretical frameworks across the diverse 
disciplines that make contributions to the study of how people learn. 

Research Area 1: Meeting the needs of all learners by connecting 
research on internal mechanisms of learning with the shaping forces 
of contextual variation, including culture, social context, instruction, 
and time of life.

Specifically, it is now possible to move beyond the idea of an “average” 
learner to embrace and explain variation among individuals. It will be valuable 
to have more interdisciplinary research that examines how individual varia-
tion and developmental and contextual factors, including social, emotional, 
environmental, institutional, and experiential factors, influence the lifelong 
learning process and learning outcomes. It would be valuable to have research 
that addresses diverse study populations, interest in learning, the role of iden-
tity in learning, motivation to learn, self-regulated learning, the influence of 
learning environments, learning across the life span, and learning disabilities.

Research Area 2: The implications of the science of learning for the 
design of technology to support learning across the life span; the com-
plex interactions between characteristics of the learner, the content 
to be learned, and the learning environment; how technology may be 
influencing the nature of what people need to learn and the psychology 
of learners; and potential drawbacks. 
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Among the topics on which further research is needed are whether a 
technology is well suited to the ecological learning niche in which it may be 
used, the effects of engagement in self-selected online activities on academic 
learning, and ways to improve the suite of learning technologies available.
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1
Introduction

People learn every day, in many different settings and in many different 
ways. Sometimes learning happens intentionally and with great effort, as when 
a master craftsperson spends years learning a trade. Sometimes it seems to 
happen almost effortlessly, as when someone realizes he knows how to make 
his grandmother’s tamales without ever being taught. Research conducted 
over the past few decades has expanded understanding of human cognition 
and of how individual and group experiences and differences shape how 
and what people learn. Much has been learned about how people acquire 
expertise, how individual learners can monitor the influences on their own 
understanding, and many other aspects of learning. 

Nearly two decades ago, the report How People Learn: Brain, Mind, 
Experience, and School: Expanded Edition (National Research Council 
[2000]; hereafter referred to as HPL I) described groundbreaking research 
from disciplines including neuroscience; cognitive, developmental, and social 
psychology; anthropology; and education. It offered conclusions about learn-
ing that were based on these various lines of research and that would be most 
relevant to teachers, school officials, parents, and policy makers, as well as a 
research agenda to guide funders and scholars.

In this report, we offer an update to and expansion of HPL I that incorpo-
rates insights gained from research conducted over the past decade, considers 
learning in contexts other than school, and explores how learning changes 
across the life span. To set the stage, we offer a few observations on what it 
means to study how people learn.

“How” suggests that learning involves processes that unfold over time. 
People do not simply collect memories, knowledge, and skills in a linear, in-
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cremental fashion—slowly and steadily stashing away bits of information in 
their heads like a video camera recording images and sounds. Rather, learning 
involves myriad processes that interact over time to influence the way people 
make sense of the world. 

The processes are the activities and interactions in which individuals 
engage that help them make sense of their world and their place in it. Play, 
conversation, reading or being read to, and being alone are all processes. 
Emotions, goals, social relationships, prior experiences, and cognitive and 
biological predispositions all influence how individuals interpret situations 
and hence what they learn. The changing demands, features, and supports of 
the learning situation further influence people’s interpretations and emotions, 
what they will decide to do, and consequently what they learn. 

“People (or persons)” can be characterized in many ways: by age, gender 
identity, skin color, skills, past experiences, and physical and intellectual re-
sources, for example. People have likes and dislikes; strengths and weaknesses; 
families, friendships, and identities; experiences and memories; and interests, 
goals, and dreams. All of these characteristics also influence learning. 

“Learn” is an active verb; it is something people do, not something that 
happens to them. People are not passive recipients of learning, even if they 
are not always aware that the learning process is happening. Instead, through 
acting in the world, people encounter situations, problems, and ideas. By en-
gaging with these situations, problems, and ideas, they have social, emotional, 
cognitive, and physical experiences, and they adapt. These experiences and 
adaptations shape a person’s abilities, skills, and inclinations going forward, 
thereby influencing and organizing that individual’s thoughts and actions into 
the future.

CHARGE TO THE COMMTTEE
The foundational research that was documented in HPL I holds true today, 

but after nearly two decades an examination of new research was needed. 
The National Academies of Sciences, Engineering, and Medicine formed a 
committee to expand on and update HPL I with recent research.1 The new 
committee’s 16 members brought diverse expertise in disciplines and fields 
related to the science and practice of learning, including cognitive science, 
learning theory, cognitive neuroscience, educational psychology, develop-
mental psychology, workforce development, and educational technology (see 
Appendix D). The committee was asked to examine new research on learning 
and to identify the findings with the greatest potential to influence policy. 
The committee was directed in its formal charge (see Box 1-1) to examine the 
cultural nature of learning and the influence of context and to explore what 

1 The committee worked from the expanded edition of HPL I, published in 2000; see Appendix A.
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BOX 1-1 Statement of Task

An ad hoc committee will conduct a study and prepare a report that 

will update and extend the National Research Council report, How People 

Learn (National Research Council, 2000), by reviewing and synthesizing 

research that has emerged across the various disciplines that focus on 

the study of learning from birth through adulthood in both formal and in-

formal settings. Consideration will be given to the research and research 

approaches with greatest potential to influence practice and policy. The 

report should specify directions for strategic investments in research and 

development to promote the knowledge, training, and technologies that 

are needed to support learning in today’s world.

To address its charge, the committee will review research on learn-

ing and learning contexts across the life span (specifically, infancy and 

early childhood, middle childhood, adolescence and young adulthood, 

middle adulthood and older adulthood). The committee also will consider 

advances in such rapidly growing fields as cognitive neuroscience and 

learning technologies, as well as discoveries, innovations, and inventions 

in education and education research; cognitive science; developmental 

cognitive neuroscience; cognition, learning, and memory; cognitive aging; 

the influence of culture on learning; language and linguistics to include 

supporting students learning English as a second language; social, emo-

tional, and motivational aspects of learning; learning in academic domains; 

learning disabilities; assessment (e.g., of learning, achievement, and 

performance in academic, cognitive, social, and affective domains); and 

research methodology ranging from basic research to implementation 

and dissemination science. 

Attention will be given to methodological advances and designs that 

permit the integration of knowledge from multiple fields (e.g., network 

modeling, multilevel modeling, simulation modeling) and that enable study 

of the complexities of learning across various contexts (e.g., the interplay 

of micro and macro level learning and how teacher-learner interactions 

within specific curricula and approaches to pedagogy result in learning in 

domains over time). 
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is known about learning across the life span, looking beyond the learning of 
children and adolescents and the educational setting of kindergarten through 
twelfth grade (K-12). 

This report (referred to as HPL II) describes the committee’s consensus 
conclusions and recommendations. It is intended not as a replacement for HPL 
I but as a companion volume that builds on the picture of how people learn, 
as laid out in that report, and adds new conclusions based on recent research.

Contributions of HPL I

Published in 2000, HPL I combined the principal messages from two 1999 
reports (see Box 1-2). It summarized key findings from decades of research 
on (1) memory and the structure of knowledge, (2) problem solving and 
reasoning, (3) the early foundations of learning, (4) metacognitive processes 
and self-regulatory capabilities, and (5) how symbolic thinking emerges from 
the culture and community of the learner. It examined the ways experts 
differ from novices, how individuals transfer learning to new contexts, how 
children learn, and findings from neuroscience and cognitive science about 
brain functioning and development. It distilled from that work key insights 
about learning, including the following: 

•	 	Experts differ from novices in more than just their general abilities (i.e., 
memory or intelligence) and the use of general strategies. Experts have 
acquired extensive knowledge that affects what they notice and how 
they organize, represent, and interpret information in their environ-
ments, which in turn affects their abilities to remember, reason, and 
solve problems.

•	 	Skills and knowledge must be extended beyond the narrow contexts in 
which they are initially learned in order for deeper learning to occur.

•	 	The development of a sense of the application of knowledge—when 
the knowledge can be used—is an essential component of learning.

•	 	Learning transfer—the capacity to apply learning in a new context—
most likely occurs when the learner knows and understands the un-
derlying general principles that can be applied to problems in different 
contexts.

•	 	The construction of conceptual understanding of abstract ideas pro-
motes learning. 

•	 	Learners are most successful at learning and will sustain their own 
learning if they are mindful of themselves as learners and thinkers (i.e., 
use a metacognitive approach to learning and instruction). 

The authoring committee of HPL I also explored the implications of new 
insights about learning for education, focusing particularly on the design of 
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learning environments, teaching strategies, the education of teachers, and the 
use of technology to support learning. Among the committee’s major points 
were several that are important for educators: 

•	 	Learning and development in childhood are influenced by the inter-
actions between each child’s early competencies and environmental 
supports and experiences, as well as by the individuals who care for 
them. 

•	 	Learning is promoted and regulated by both the biology and ecology 
of the child. 

•	 	Learning in itself changes the physical structure of the brain, and the 
changing structure in turn organizes and reorganizes how the brain 
functions. Thus, different parts of the brain may be ready to learn at 
different times. 

BOX 1-2 History of HPL I

HPL I summarized the work of two separate committees of the Com-

mission on Behavioral and Social Sciences and Education of the National 

Research Council (NRC). The original volume, published in April 1999 with 

the title How People Learn: Brain, Mind, Experience, and School was the 

product of a 2-year study conducted by the Committee on Developments in 

the Science of Learning. This committee was asked to distill from research 

on human learning and cognitive development the insights most relevant 

to education in the elementary and secondary grades and to identify the 

developments most useful to teachers, school officials, parents, and policy 

makers (National Research Council, 1999b).

A second NRC committee, the Committee on Learning Research and 

Educational Practice, was formed to plan a workshop for practitioners, 

policy makers, and researchers to respond to	How People Learn: Brain, 

Mind, Experience, and School	and to consider ways to apply its messages 

to school practice. The results of the workshop were captured in How 

People Learn: Bridging Research and Practice published in June 1999 

(National Research Council, 1999c). A subsequent report focused on how 

students learn in the disciplines of history, mathematics, and science 

 (National Research Council, 2005). (Appendix A provides more detail about 

HPL I and associated reports and how they have been used.) 
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HPL I has had wide influence, particularly as a text used in teacher prepa-
ration programs and other educational settings; nearly two decades after its 
publication, the report remains the third most popular report published by the 
National Academies. Since 2000, however, there have been significant devel-
opments in research on learning. Users of HPL I have noted the importance 
of topics that were not emphasized in that report and areas in which there 
have been notable developments since 2000, including the role of culture in 
learning, out-of-school learning, how learning changes from childhood through 
adulthood, and the learning skills needed for college and work.

Interpreting the Charge

The committee was not asked to answer a specific question but to provide 
an update on a wide and diverse body of work. We needed to consider learn-
ers’ developmental needs and interests throughout the life span, from birth 
through old age. A more fundamental shift in focus from HPL I was indicated 
by the charge to address learning settings outside of school, often referred to 
as informal settings. 

In addition, although the authors of HPL I recognized the importance 
of culture and context for learning, they concentrated on specific ways that 
cultural variation influences learning in school and ways educators can take 
that into account. Since HPL I was published, there has been a growing appre-
ciation for the fundamental role that culture plays for every individual learner 
in every learning context, for every learning purpose. Navigating the differ-
ent underlying assumptions and goals associated with the infinitely variable 
challenges and circumstances people encounter is a critical part of learning. 
Thus, we needed to explore how people learn as they move through all the 
varied settings and activities that make up human experience.

We discuss developments in understanding the cultural nature of learning 
in greater detail in Chapter 2, but the committee was mindful that learning 
occurs in a complex and dynamic ecosystem. Our investigation encompassed 
what is known about the individual learner both as a biological organism, 
with needs such as adequate sleep and nutrition, and as a social being. The 
very long list of factors that influence learning begins at the microscopic level 
(the level of lead in the learner’s blood is just one of many such factors) and 
extends to the macro level (e.g., the impact of the qualities of the learner’s 
neighborhood, society, and culture). 

Gathering Evidence to Address the Charge

There was a wide range of research for the committee to consider. We 
sought to provide a flavor of the varied and creative research going on in 
diverse disciplines but without attaching too much weight to findings from 
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individual studies. Our goal is to give the reader a sense of the principal findings 
and prevailing themes in recent research without oversimplifying sometimes 
extremely subtle and complex work. 

Certainly it was not possible to explore every avenue relevant to the 
science and practice of learning. Moreover, other reports of the National 
Academies have already explored related topics from the vast literature on 
learning, including some that fall under our charge (see Appendix B for a 
partial list of relevant reports).2 

Our goal was to report on research-based findings that would be of most 
use to audiences who have relied on HPL I and to all readers eager to know 
about strategies for applying the research to support and foster their own and 
others’ learning. Two lenses for understanding learning guided our search for 
relevant research findings. 

First, understanding learning as a developmental process requires many 
levels of analysis. This means that knowledge relevant for understanding learn-
ing comes from diverse disciplines that address neurological and biological 
processes, as well as social and cultural phenomena and contexts. Thus, we 
explored evidence about learning as a developmental process that undergoes 
changes over time across the life span. We sought to understand how learning 
occurs as people age, and we sought new insights into learning disabilities. 
We looked beyond the neuroscience literature to explore research on how 
cognitive processes such as executive function and reasoning change across 
the life span and how affective states such as emotion and motivation, social 
relationships, systems, and culture influence learning. 

We drew on research from diverse fields in order to examine learn-
ing at different levels of analysis—from the molecular and cellular to the 
sociocultural—and thereby to demonstrate the complex systems involved in 
learning. We sought to accentuate the interdependencies among these levels 
and domains because we believe that learning is a complex process to be un-
raveled by analyses that span interdependent biological, cognitive, affective, 
interpersonal, and sociocultural conditions. 

Second, our charge explicitly directed us to consider a wide variety of 
settings across the life span. People are engaged within formal learning environ-
ments such as school for only a small portion of their waking lives, and they 
learn in many other types of settings throughout their lives. Basic knowledge 
and skills (reading comprehension, literacy, mathematics, science, geography, 
oral and written communication, etc.) gained in formal educational settings 
remain important. But the importance of other kinds of learning, such as 
those often referred to as 21st century skills (e.g., flexibility and adaptability; 

2For example, our charge mentions “supporting students learning English as a second lan-
guage,” but this topic is addressed in depth in a new National Academies report, Promoting the 
Educational Success of Children and Youth Learning English: Promising Futures (National 
Academies of Sciences, Engineering, and Medicine, 2017). 
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teamwork and collaboration; inventive thinking; digital literacy; and deep, 
motivated, and self-regulated learning), is now well established (Rader, 2002). 
The committee also recognized the importance of rich knowledge and compe-
tencies that people develop in the context of their families and communities 
outside of formal schooling.

The committee met six times in person for closed-session meetings and 
held three public information-gathering sessions. Our information-gathering 
process also included discussion sessions with researchers on the following 
topics: 

•	 	Thought and language in the bilingual infant
•	 	Understanding cultural differences that influence how, why, and where 

most people learn
•	 	The neuroscience of reading and reading disabilities
•	 	Cognitive and developmental factors affecting learning in context
•	 	Assessment challenges in learning contexts related to developments 

in psychology and technology 
•	 	Learning in informal settings
•	 	Learning in adulthood and the use of technology for learning in 

adulthood
•	 	Learning disabilities, universal design for learning, and assistive 

technology

Although the idea that learning occurs across the life span is not new, 
the increased focus on learning that takes place outside of and beyond K-12 
education helped us shape our report, which is designed to provide informa-
tion useful to multiple audiences: teacher-educators; persons preparing for 
an education profession; new teachers; and others connected to the world of 
education, including those who make policies that affect or direct education, 
as well as individuals. 

TREATMENT OF EVIDENCE
Much of the research described in HPL I is still supported empirically; 

we have drawn on this body of evidence, but our task was to review new 
research. We therefore primarily confined our attention to material published 
after 2000, although in some cases we included older work that had not been 
addressed by HPL I. Addressing our charge required us to explore numerous 
fields of study and therefore to draw on research that varied in both methodol-
ogy and standards of evidence. A few broad principles guided us in assessing 
the material we collected:

First, we placed greatest credence in evidence from those controlled stud-
ies that (1) included subjects who varied in key characterisitics, (2) drew on 
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the methodologies of multiple disciplines, and (3) targeted multiple learning 
outcomes. However, there was not an extensive array of studies of this type 
for every important subject we hoped to address. Therefore, we also reviewed 
other types of studies, including case studies, exploratory research examining 
correlational relationships among variables, design and development research, 
small and large quasi experiments, small and large random-assignment experi-
ments, studies that document promising practice (or “hot-house” studies), and 
research reports and online publications not presented in refereed publica-
tions. (See Moss and Haertle [2016] for discussion of the value of methodologi-
cal pluralism in the conduct of research on teaching and learning.) 

We recognize that these varied sources offer different sorts of evidence 
and note that blending findings from different perspectives and disciplines 
is not easily accomplished. Study designs, samples, and analytical techniques 
are not always comparable, and findings from laboratory-based studies often 
prove difficult to reconcile with those from classrooms, workplaces, or other 
settings. We characterize the nature of the available evidence we relied on 
for the main areas we explored within each chapter. We also gave greater 
credence to findings that are replicated and reported in meta-analyses and 
research syntheses than to empirical findings confined to a single study.

One problem that affects a variety of research on human behavior com-
plicated our capacity to draw firm conclusions from some of the available 
research. As documented by Henrich and colleagues and by others (Henrich 
et al., 2010a; Nielsen et al., 2017), the social and behavioral sciences have 
relied very heavily on study subjects from cultures that are Western, educated, 
industrialized, rich, and democratic, or “WEIRD” (thus, this issue of potential 
sample bias is known as the WEIRD problem). These researchers also noted 
that a substantial proportion of research subjects are college students and thus 
are also disproportionately younger as a group than adults in general. This 
issue is a particular challenge with laboratory-based research. Field research 
in real-world settings can much more readily include diverse populations. 
Findings based only on research with WEIRD subjects cannot be assumed to 
characterize human beings in general because this population is not repre-
sentative of the entire human population. 

We note that this caveat must be considered with respect to many research 
studies, although in other cases the composition of the study population is 
less relevant (e.g., in neurobiological studies of brain structures). Identifying 
a way to resolve the WEIRD problem was beyond the scope of our charge, 
but we note particular areas where it is most pertinent as they arise. Appen-
dix C provides a more detailed discussion of the WEIRD problem and related 
concerns regarding study populations in learning research. 

We also note that over the past several decades, attention to the evidence 
underpinning education research has increased (Lodge, 2013; Slavin, 2008). 
For example, the U.S. Department of Education has stressed the importance of 
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rigorous scientific evidence that includes findings from randomized, controlled 
trials (U.S. Department of Education, 2001) and offers practice guides and 
other resources through its What Works Clearinghouse Website.3 Research-
ers have also pointed out that the research design and methodology used in 
laboratory-based cognitive psychology and neuroscience research often cannot 
be practically applied to classroom settings (Oliver and Conole, 2003; Smeyers 
and Depaepe, 2013). In other words, one of the major ongoing challenges for 
educational research is that findings from the studies examining fundamental 
learning processes require substantial translation and interpretation in order 
to be applicable to practice. 

GUIDE TO THIS REPORT
The report begins with an overview of the landscape of current research 

on learning. In Chapter 2, we elaborate on the heightened interest in and 
more nuanced understanding of the cultural nature of learning. That chapter 
describes the committee’s understanding that learning is situated and why 
learning must be understood not as a phenomenon that occurs in predictable 
ways within individuals’ brains but rather as a function of dynamic processes 
that occur within a dynamic system that depends on people, time, and context.

In Chapter 3, we provide an overview of types of learning and of the key 
brain processes through which learning takes place. In Chapter 4, we describe 
two key cognitive processes that support learning: the means by which an 
individual orchestrates his learning and a key element of almost all learning, 
memory. Chapter 5 discusses the dynamic interplay between knowledge de-
velopment and reasoning. Chapter 6 examines the roles of motivation, beliefs, 
goals, and values in learning outcomes. 

In the last portion of the report, the committee turns to specific impli-
cations of the research we have reviewed for learners at different stages of 
life and educators. Chapter 7 revisits key findings presented throughout the 
report and elaborates on their implications for learning in school. Chapter 8 
considers the potential for digital technology to support learning. Chapter 9 
examines learning in adulthood and into old age, as well as learning disabilities 
that affect learners of all ages. We close in Chapter 10 with a brief synthesis 
of the primary themes in this complex body of work and offer an agenda for 
further research to support sound policy and practice.

3 See https://ies.ed.gov/ncee/wwc/PracticeGuides [November 2017].
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2
Context and Culture

An individual’s development is affected by the environment in which she 
lives—including not only the family and other close relationships and circum-
stances but also the larger contexts in which families and communities are 
situated. This idea is not new, and debates about the relative contributions of 
“nature” and “nurture” to people’s characteristics and abilities date at least to 
the 19th century. Since the 1970s, many scholars have explored ideas about 
culture and context and have also asked questions about the act of investigat-
ing such things. Understandings of race and ethnicity, cultural values, histori-
cal perspectives, modes of communication, and the importance attached to 
different kinds of knowledge and skill are just a few of the topics that have 
been examined and reexamined as researchers have sought to understand the 
complex dynamics between culture, context, and learning. 

The authors of HPL I1 acknowledged the importance of culture but con-
fined their attention to specific ideas for educators. For example, that report 
noted the following: 

•	 	Experts have knowledge that is “conditionalized”; that is, they under-
stand the contexts in which their knowledge can be useful and how 
to apply it.

•	 	School failure may be partly explained by the mismatch between what 
students have learned in their home cultures and what is required of 
them in school.

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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•	 	Because learning is influenced in fundamental ways by the context in 
which it takes place, schools and classrooms should be learner and 
community centered. 

What has become far clearer since HPL I was published is that every indi-
vidual’s learning is profoundly influenced by the particular context in which 
that person is situated. Researchers have been exploring how all learners 
grow and learn in culturally defined ways in culturally defined contexts. While 
humans share basic brain structures and processes, as well as fundamental 
experiences such as relationships with family, developmental stages, and 
much more, each of these phenomena is shaped by the individual’s precise 
experiences. Learning does not happen in the same way for all people because 
cultural influences pervade development from the beginning of life.

We focus on the rich cultural, contextual, historical, and developmental 
diversity of learning itself and how understanding of this diversity offers ways 
to improve learning and create optimal learning environments. We recognize 
that learning is the product of a complex, interactive system of physical pro-
cesses, which also interact with the complex systems and environments in 
which individuals live. 

This chapter sets the stage by providing a brief overview of developments 
in thinking about culture and learning since HPL I. We examine how the word 
“culture” is used, explain why the committee has approached its work from 
a sociocultural perspective, and briefly describe some key ways that culture 
is an integral part of development and learning.

THE CULTURAL NATURE OF LEARNING
The committee has taken a sociocultural view of learning. Because our 

concern is with how people learn (not, say, with how computers learn), we 
viewed our charge as including the social, emotional, motivational, cognitive, 
developmental, biological, and temporal contexts in which learning occurs. 
This stance derives from our understanding of what culture is, a subject about 
which much has been written.

Defining Culture

In its broadest sense, culture is the learned behavior of a group of people 
that generally reflects the tradition of that people and is socially transmitted 
from generation to generation through social learning; it is also shaped to fit 
circumstances and goals (Dirette, 2014; Hofstede, 1997; see also Nasir et al., 
2006). 

Culture is reflected in the behavior and beliefs of a single individual, but it 
is also fundamentally social. Culture is a product of the way individuals learn 
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to coordinate desirable and useful activities with others, and it is expressed 
in many ways, including through the actions, expectations, and beliefs of in-
dividual persons; physical elements such as artifacts, tools, and the design of 
physical spaces; norms for interacting with others, both verbally and nonver-
bally; and beliefs and ways of looking at the world that are shared with others. 

Integrating different cultural practices is a key learning challenge, and 
culture is a matter not only of what people learn but also how they learn. 
Culture is also reflected in the historical time period and society in which 
someone lives. The dynamic nature of culture is evident in the fact that people 
who make up a cultural community maintain cultural practices acquired from 
previous generations, while also adapting practices over time to fit changing 
circumstances or even transforming them altogether (Cole and Packer, 2005; 
Lave and Wenger, 1991; Super and Harkness, 1986; Tomasello, 2016). In this 
way, a culture is a living system. People living now are the bearers of the culture 
they received from the prior generation, but they also become the genera-
tors and carriers of culture, as they have adapted it, into the future. Culture 
refers not only to the manifestations of membership in a group; it also refers 
to something much less static: a way of living that sustains a particular com-
munity (Nasir et al., 2006; Rogoff, 2016). People live in, reflect, and transform 
their culture (Gauvain, 2009). Yet within each cultural community, there is 
great diversity, as people take on different roles, employ different tools, and 
engage in varied practices. 

All settings for learning, including schools, are socially constructed con-
texts shaped by culture. School is designed to provide young people with 
the experiences necessary to adapt to the demands of modern society by 
providing a broad array of cultural knowledge of specific topics (e.g., reading, 
mathematics, and science) but also knowledge of how people interact with 
one another. The social practices of school, such as coordinated activities 
and routines, reflect the culture of that school and the goals and values of the 
larger society in which the school is embedded. Individuals learn to navigate 
that culture and may do so in different ways that reflect their own unique 
experiences within their homes and communities. Within classrooms and in 
all learning contexts, the learner may embody and express the culture of his 
own family and group in many ways, for example by using particular speech 
patterns or gestures, or averting his gaze from the teacher out of respect.

An important point is that although questions of race and ethnicity 
frequently arise in the context of examinations of culture, these are distinct 
constructs. The terms “race” and “ethnicity” do not have generally agreed 
upon definitions. “Ethnicity” is often used to refer to a person’s group and 
cultural identification, including nationality and ancestry (Sue and Dhinsda, 
2006). While the concept of race has often been used in Western societies 
to create taxonomic categories based on common hereditary traits related to 
an individual’s physical appearance (such as skin and eye color and hair tex-
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ture), both concepts—ethnicity and race—carry complex implications that 
reflect culture, history, socioeconomics, political status, and connections to 
geographic origins of ancestors (Collins, 2004). Research on genetic differ-
ences among population groups has established that there are not scientifi-
cally meaningful genetic differences among groups commonly identified as 
belonging to different races (Smedley and Smedley, 2005). It has long been 
recognized by social scientists that race is a social construction and that 
criteria for inclusion in a racial category or definition of particular groups as 
racial ones have varied over time (see, e.g., Figueroa, 1991; Kemmelmeier and 
Chavez, 2014; López, 2006).

The Role of Culture in Learning and Development

Perspectives on what constitutes culture and how it relates to learning 
have changed over time. There are also differences in how the dynamic relation 
between culture and learning is conceptualized across fields of study. At least 
four disciplines—anthropology, education, linguistics, and psychology—have 
contributed to the evidence the committee discusses regarding the role of 
culture in learning, particularly learning that occurs during childhood and 
adolescence. We do not discuss the full range of culturally shaped differences 
in children’s developmental environments in depth, as these have been well 
documented (see, e.g., Bornstein, 2010; Rogoff, 2003; Super and Harkness, 
2010). Rather, we focus on examples that illustrate the ways early experiences 
in childhood can influence learning. 

Perhaps two of the most important and longstanding insights gained from 
early work in these disciplines are that caregiver practices vary across cultures 
and that these variations influence learners. A large body of work published 
before HPL I (but not addressed there) established that socialization practices—
caretakers’ ways of interacting with children—shape how children learn, what 
they learn, how quickly they learn, and even what the developmental end point 
of that learning is (for everything from walking to how they interact socially). 
More recent work has explored how ideas of what is desirable to learn may 
vary across cultures. For example, a study that compared parental expectations 
in the United States and Vanuatu suggested that whereas U.S. parents tend to 
consider deviation from a model as showing creativity, parents in Vanuatu tend 
to equate precise imitation with intelligence (Clegg et al., 2017).

Another major contribution to understanding of the interplay between 
culture and learning arose out of efforts to establish developmental norms: 
benchmarks against which children could be compared to assess whether they 
were developing normally. Arnold Gesell—considered a pioneer for systemati-
cally mapping motor development using large samples of children—inspired 
many researchers to explore what children were able to physically do, in what 
order, and at what age, across a wide variety of cultural contexts (Gesell, 1934). 
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Subsequent work revealed surprising differences in rates of motor de-
velopment across cultures in different countries, regardless of poverty status 
(Karasik et al., 2010). For example, studies with children from African coun-
tries showed infants holding their necks up and walking earlier than average 
European American children. Most important, this work showed that precoc-
ity was most likely to be noted in cultural groups in which parents expected 
their children to acquire the milestones at earlier ages or adopted child-rearing 
practices that facilitated accelerated growth, such as formalized massage and 
stretching of children’s limbs during daily baths (for a summary of this work, 
see Karasik et al., 2010). 

Similarly, work on social and moral development reveals that cultural 
groups differ in their conceptualization of the relationship between “self” and 
“others.” Even early in life, community expectations regarding this relation-
ship strongly influence how children go about learning, how they think about 
themselves, and the ways in which they socially engage (Keller et al., 2009).

There is a large body of work on culture and cognition that has examined 
how children and adults across different cultural groups and societal contexts 
(remote, urban, rural) perform on cognitive tasks (see Cole and Scribner, 1974, 
for an influential early example). This work was designed to assess whether 
developmental milestones on problem-solving tasks were universal or varied 
across cultures and to try to uncover processes that could account for any 
observed differences in the rate of development or in the highest level of 
development obtained (Cole, 1995; Rogoff and Chavajay, 1995). These and 
other studies strongly suggest that culture plays a role in basic cognitive pro-
cesses that help learners understand and organize the world, such as memory 
and perception. 

A classic example that illustrates culture’s influence on basic developmen-
tal processes is the illusion susceptibility study by Segall and colleagues (1966). 
This work challenged the assumption that people everywhere, regardless of 
their backgrounds, see the world in the same way because they share the 
same perceptual system. It showed that people living in urban, industrialized 
environments are more susceptible to the Muller-Lyer illusion (the perception 
that a set of lines of the same length, but flanked by angles pointing inward 
(<) or outward (>) are actually different lengths) than people who live in 
physical environments in which straight lines and right angles are not often 
seen. Work on these kinds of cross-cultural differences demonstrates that 
the environment in which a person lives matters and that people construct 
their perceptions by drawing on their prior learning experiences, including 
cultural ones. More recent work has explored cultural differences in attention 
and other cognitive processes (e.g., Chua et al., 2005). 

Culture also affects the cognitive processes that shape learning (Markus 
and Kitayama, 1991; Nisbett et al., 2001; see also Gelfand et al., 2011; 
 Kitayama and Cohen, 2007; Kronenfeld et al., 2011; Medin and Bang, 2014). 
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 Researchers have identified many examples of cultural differences in what are 
considered “basic” cognitive processes once assumed to be universal (Henrich 
et al., 2010a; see also Ojalehto and Medin, 2015b). This work illustrates the 
important point that by taking cultural processes into account, researchers 
can develop a more complete understanding of processes that underlie devel-
opmental change and of the course and end points of development (Henrich 
et al., 2010b). 

Learning as Social Activity

Another body of work in psychology that explores the role of culture in 
shaping psychological processes has focused on learning as a dynamic system 
of social activity. Many of these researchers draw from a set of ideas about 
development advanced by Lev Vygotsky, Alexander Luria, and Aleksei Leontiev: 
the “troika” of pioneers in what is variously known as the sociocultural, social 
historical, or cultural-historical theory of development (Cole, 1998; Wertsch, 
1991): the idea that social, cultural, and historical contexts define and shape 
a particular child and his experience (John-Steiner and Mann, 1996). 

The underlying principle in this body of work is that cognitive growth 
happens because of social interactions in which children and their more ad-
vanced peers or adults work jointly to solve problems. Adults help children 
learn how to use their culture’s psychological and technical tools (e.g., number 
and writing systems, calculators, computers). These types of tools have skills 
and ideas built into them, and learning how to use them is a critical aspect 
of cognitive development. Each child does not reinvent these tools; they are 
passed on across generations and adapted (Wertsch, 1991). 

The use of this theory to understand the cultural nature of learning 
emerged among cross-cultural psychologists who began their work testing 
Piagetian cognitive tasks in different societies. Researchers who adopt the 
sociocultural-historical perspective in examining learning do so within the 
cultural context of everyday life. This body of research illustrates through 
rich and detailed examples how everyday cultural practices structure and 
shape the way children think, remember, and solve problems (see Gauvain 
and Monroe, 2012; Greenfield, 2004; Rogoff, 2003; Saxe, 2012a, 2012b). For 
example, Saxe’s work among the Oksapmin people in Papua New Guinea 
documented a body-counting practice that shapes mathematical thinking and 
problem solving in that community. Rogoff’s work demonstrates how, among 
the Mayan people, aspects of family life and community practice promote 
learning by keen observation. 

These in-depth studies demonstrate that approaches to learning are embed-
ded in the practices of communities and that as these communities change over 
time, cultural adaptation happens (Greenfield, 2009). This adaptation, in turn, 
transforms how people within these communities learn and solve problems 
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(Gauvain and Munroe, 2009; Greenfield, 2009). Many of these ethnographic 
research studies address learning in countries and cultural settings that may 
seem very distant from a U.S. context. However, the same principles can be 
applied in examining cultural practices and tools everywhere, including urban 
metropolitan areas. Consider, for example, how the emergence of cultural 
tools, such as calculators, the Internet, and Twitter, has transformed not only 
expectations about what people learn but also how they learn (these issues 
are discussed further in Chapter 6). 

Not surprisingly, embrace of sociocultural theory led to one of the most 
important recent theoretical shifts in education research: the proposition that 
all learning is a social process shaped by and infused with a system of cultural 
meaning (Nasir and Hand, 2006; National Research Council, 2009; Tomasello, 
2016). This work bridges the worlds of home and school. It examines how 
culturally defined expectations and the ways caregivers in a community engage 
with their children interact with school learning: the context and the content 
of what one learns in the structured setting of a school. Some of this work 
was described in HPL I; it addresses issues of congruence or match between 
expectations and practices children learn at home or in their cultural com-
munities and the expectations embedded in the culture of school. Examples 
include variations between how language is used at home and how it is used 
in the classroom (Cazden, 1988), including expectations about whether a 
child should learn by observing or through directed individualized verbal in-
struction (Cajete, 1999; Correa-Chávez and Rogoff, 2009); how conceptions 
of time influence how children differentially adapt to expectations and the 
pace set in the classroom (Levine, 1997); whether instructional practices pro-
mote individual or collaborative learning (Swisher, 1990;  Tyler et al., 2006); 
or even what skills—for example, “book” knowledge or socially responsible 
behavior—children need to demonstrate to be considered intelligent (Serpell 
and Boykin, 1994).

These studies documenting the cultural nature of learning have largely 
been ethnographic: systematic descriptions of the culture of a particular set 
of people at a particular point in time. And they often were conducted with 
small study samples. However, as with the early cross-cultural work on cogni-
tive development, these studies yielded significant insights about learning that 
are relevant for understanding all people, from infancy to old age: Namely, 
that everyone brings to their opportunities to learn the experiences they have 
acquired through participation in cultural practices in their communities.

THE DYNAMIC INTERACTION OF CULTURE, 
BIOLOGY, AND CONTEXT

Learning is a dynamic process that requires coordination of multiple sys-
tems within the individual and occurs within a dynamic system encompassing 
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the changing contexts and people that surround an individual throughout life. 
Recognizing this principle is essential to understanding the forces that help 
shape learning over the life span. Human development, from birth throughout 
life, takes place through processes of progressively more complex recipro-
cal interactions between the human individual (an active, biopsychological 
organism) and that individual’s immediate physical and social environments. 
Through these dynamic interactions, culture influences even the biological 
aspects of learning.

In the 1970s, Urie Bronfenbrenner offered a formal model to illustrate the 
complex and diverse influences of context on the development of individuals 
(Bronfenbrenner, 1977, 1994; Bubolz and Sontag, 2009). His model is a set of 
concentric rings representing the different systems in which the individual 
develops, moving from family, school, peer groups, and workplaces outward 
to broader social and institutional settings, ideologies, value systems, laws, 
and customs. The model also depicts change and consistency in all of these 
elements over time, representing the cumulative experiences in an individual’s 
lifetime. 

Similarly, learning at the individual level involves lasting adaptations of 
multiple systems to the changing external and internal environment, includ-
ing changes in the biology of the brain. The biology of the brain provides the 
physiological platform for learning and is shaped by the social and cultural 
influences outside of the individual. For example, there is evidence that 
individuals’ brains are critically shaped by social relationships and that the 
information people learn through these relationships supports not only their 
knowledge about facts and procedures but also their emotions, motivations, 
and interests (Immordino-Yang et al., 2014; Nelson et al., 2007). 

Culture coordinates the biological systems involved in learning and is the 
broader social context in which people engage in the experiences that enable 
them to adapt to the world and learn. Study of the role of cultural adaptation 
in learning, pioneered by Giyoo Hatano, has shown how cultural influences 
may both promote and hamper learning. For example, a cultural context may 
promote particular types of learning such as observation versus explanation 
(Gutiérrez and Rogoff, 2003). It might convey expectations about exploration 
and experimentation that foster or hinder adaptation and experimentation and 
influence the ways learners apply what has been learned in novel situations 
(see, e.g., Hatano and Inagaki, 1986; Hatano and Oura, 2003).

In the next two sections, we discuss two aspects of an individual’s en-
vironment that have an impact on individual’s learning and are shaped by 
culture. The first aspect is the social and emotional interactions an individual 
experiences. The second aspect comprises the factors related to an individual’s 
physical well-being. 
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Social and Emotional Influences

Brain development and functioning, like the learning it supports, is socially 
contextualized. It happens in the context of experiences, social relationships, 
and cognitive opportunities as subjectively perceived and emotionally expe-
rienced by the learner. Cultural norms and goals shape how and what people 
think. This is true even when a person is working alone or independently. 

The brain’s processing of emotional and social stimuli and experiences 
has considerable influence on the development of brain networks (Goldin-
Meadow, 2000; Hackman and Farah, 2009; Leppänen and Nelson, 2009;  Nobel 
et al., 2015). Humans have evolved to be highly socially interdependent: From 
birth through old age, no one can manage life without relying on many other 
people (Rogoff, 2015; Tomasello, 2001). Individuals’ brains are critically 
shaped by social relationships, and the information they learn through these 
relationships supports both their emotions and their knowledge about facts, 
procedures, motivation, and interests (Immordino-Yang et al., 2014; Nelson 
et al., 2007). 

Studies of institutionally raised Romanian children provide a tragic demon-
stration of the effects of social deprivation on brain and cognitive function (e.g., 
Nelson et al., 2014). Though children reared in Romanian government institu-
tions during the period studied had enough food, clothing, bedding, and other 
material supplies, they had a rotating staff of caregivers and little opportunity 
to develop a meaningful, stable relationship with a loving, committed adult. 
The result was that these children did not simply fail to adequately develop 
socially, emotionally, and cognitively; they also failed to develop biologically. 
These children were stunted in physical growth and in brain development: 
Both their brains and bodies were abnormally small. 

Emotion plays a role in developing the neural substrate for learning by 
helping people attend to, evaluate, and react to stimuli, situations, and hap-
penings. In the past, it was generally assumed that emotion interferes with 
critical thinking and that knowledge and emotion are separate (Gardner, 
1985). However, extensive research now makes clear that the brain networks 
supporting emotion, learning, and memory are intricately and fundamentally 
intertwined (Panksepp and Biven, 2012), even for experts in technical do-
mains such as mathematics (Zeki et al., 2014). Emotions are an essential and 
ubiquitous dimension of thought, and emotional processing steers behavior, 
thought, and learning (Damasio, 1994; Immordino-Yang and Damasio, 2007). 

Quite literally, it is neurobiologically impossible to think deeply about 
or remember information about which one has had no emotion because the 
healthy brain does not waste energy processing information that does not 
matter to the individual (Immordino-Yang, 2015). Emotions help learners set 
goals during learning. They tell the individual experiencing them when to keep 
working and when to stop, when she is on the right path to solve a problem 
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and when she needs to change course, and what she should remember and 
what is not important. 

People are willing to work harder to learn the content and skills they are 
emotional about, and they are emotionally interested when the content and 
skills they are learning seem useful and connected to their motivations and 
future goals. Conversely, emotions like anxiety can undermine learning by 
causing worry, which depletes cognitive resources and activates brain regions 
associated with fear and escape rather than with academic thinking (Beilock, 
2010; Schmader and Johns, 2003). 

Physical Influences

The developing brain is sensitive to physical influences that also affect 
other aspects of health and development, including nutrition, exposure to 
environmental toxins, sleep, and exercise. These physical influences can 
vary dramatically across context and are often shaped by cultural practices.

Nutrition

Sufficient, high-quality nutrition is necessary for health, development, 
and learning for infants (who are affected by prenatal nutrition), children, 
and adults. In particular, adequate protein, calories, and other nutrients are 
needed for brain development and function. Because of the protracted course 
of brain development, nutrition is especially important through the years of 
adolescence. Deficiencies in protein, calories, and other essential nutrients 
have been linked to negative effects on cognitive functioning (e.g., inhibitory 
control and executive function) and emotional functioning (Bryan et al., 2004). 

Iron deficiency, for example, is relatively common in the United States; 
9 percent of U.S. children ages 1–3 during the period 1999–2002 were iron 
deficient (Baker and Greer, 2010), as were 2–3 percent of adult males and 
9–22 percent of adult females (Gupta et al., 2016). Iron deficiency, which 
can lead to iron-deficiency anemia, impairs learning, memory, and cogni-
tion. Lower test scores in early education have been correlated with infantile 
iron-deficiency anemia. Further, severe iron-deficiency anemia in infancy has 
effects that last through adolescence, resulting in lower test scores in motor 
function, written expression, arithmetic achievement, spatial memory, and 
selective recall (National Research Council and Institute of Medicine, 2000). It 
is unclear whether iron deficiency without anemia leads to similar outcomes 
(Taras, 2005). Iron supplementation has been shown to reverse some of the 
effects of anemia, but the degree of improvement may vary with socio economic 
status (Lozoff, 2007, 2011; Lozoff et al., 2014).
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Sleep

The cumulative long-term effects of sleep loss and sleep disorders have 
been associated not only with health problems (e.g., increased risk of  diabetes, 
obesity, depression, heart attack, and stroke) but also with performance defi-
cits in occupational, educational, and other settings (Institute of Medicine, 
2006). As sleep deficiency accumulates, the cognitive functions associated 
with learning (e.g., attention, vigilance, memory, and complex decision 
making) deteriorate proportionately and substantially (Jackson et al., 2013). 
For instance, one study reported that 36 hours of sleep deprivation (one “all-
nighter”) resulted in a 40 percent loss in the ability to form new memories 
(Walker, 2006). 

For adults, work schedules that impede sleep, such as shift work, will 
exacerbate the effect of sleep deprivation on memory formation (Mawdsley 
et al., 2014). For young children, sleep plays an important role in the consoli-
dation of memories in infancy and early childhood (Henderson et al., 2012; 
Seehagen et al., 2015), and insufficient sleep dramatically decreases memory 
for previously acquired knowledge (Darby and Sloutsky, 2015). In adolescents, 
insufficient sleep can be related to attention problems both in and out of 
school, general cognitive functioning, emotional regulation, mood disorders, 
engaging in risky behaviors, and academic outcomes (Wahlstrom et al., 2014).

The amount of sleep considered biologically normal or optimal varies 
across the life span: the National Sleep Foundation recommends 14 to 17 hours 
for newborns and 7 to 8 hours for older adults (Blunden and Galland, 2014; 
Hirshkowitz et al., 2015). However, adults are averaging 1 to 2 hours less daily 
sleep than they did in the mid-20th century, and 39 percent currently get less 
than 7 hours of sleep, as compared with 15 percent in the mid-20th century 
(Institute of Medicine, 2011; National Sleep Foundation, 2008).  Average 
sleep duration for infants, children, and adolescents has decreased by 30 to 
60 minutes over the past 20 years, largely because of late bedtimes (Dollman 
et al., 2007; Iglowstein et al., 2003). Many young children also experience 
compromised sleep quality, and few outgrow the problem as adults (Centers 
for Disease Control and Prevention, 2009; Kataria et al., 1987; Lauderdale 
et al., 2006; National Sleep Foundation, 2006; Nevarez et al., 2010; Pollock, 
1994; Spilsbury et al., 2004). 

Exercise

The strong association between physical exercise and positive outcomes 
in physical health and disease prevention is well established (U.S. Department 
of Health and Human Services and Administration for Children and Families, 
2010), but exercise can also be beneficial for learning and cognition.

Because exercise varies considerably in form, duration, and frequency, 
researchers focus separately on its acute and enduring effects on cognition, 
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emotion, and behavior. Acute effects of exercise on learning are evident in 
tests given immediately following the physical activity, while enduring effects 
are cognitive changes that are evident over a period of numerous exercise ses-
sions. These studies help to clarify when and how exercise is most beneficial 
to people’s mental development and emotional well-being at different ages. 

There are many neurochemical changes that follow intense exercise and 
may cause the brain to be primed for better skill attainment and greater learning 
immediately following a workout (Meeusen et al., 2001). Older studies of chil-
dren who have just exercised have identified improvements in mathematical 
computation (Gabbard and Barton, 1979; McNaughten and Gabbard, 1993), 
psychomotor performance (Raviv and Low, 1990), and stimulus-matching 
performance (Caterino and Polak, 1999). More recent studies have found 
improvements in children’s abilities to concentrate and complete complex 
tasks including reading comprehension, inhibition (impulse control), and at-
tention (Hillman et al., 2009). 

Improvements in cognition and academic performance, particularly in-
tegrative tasks that involve self-monitoring and executive function, as well as 
higher-order cognition, have also been associated with consistent exercise 
training in children (Keeley and Fox, 2009; Tomporowski and Ellis, 1984, 1985; 
Tomporowski et al., 2011). Beneficial relationships between physical exercise 
and cognition have been shown in the domains of perceptual skills, verbal tests, 
math tests, academic readiness and achievement (among children ages 4-18, 
Sibley and Etinier, 2003), and executive functioning tasks (Davis et al., 2011).

Some research has suggested that the degree to which exercise affects 
higher-level thinking skills may differ depending on the nature of the exercise 
and on developmental age (Best, 2010). Exercise that is more challenging—for 
example, involving attention and learning of new motor skills and patterns, 
more coordinated activity, and social interaction—may lead to stronger im-
mediate cognitive benefits among adolescents (Budde et al., 2008; Pesce et 
al., 2009; Stroth et al., 2009).

There is also evidence of a relationship between exercise and cogni-
tive performance in older adults. The positive effects of physical activity on 
cognitive ability are seen in both cognitively normal adults and those with 
beginning signs of cognitive impairment (Colcombe and Kramer, 2003; Etnier 
et al., 2006; Heyn et al., 2004). Although these effects have been seen across 
all domains, Hillman and colleagues (2008) found that particularly marked 
benefits are evident in executive control, defined as the cognitive ability for 
planning, organizing, and thinking flexibly. 

Environmental Toxins

Exposure to environmental neurotoxins also can have significant impacts, 
particularly for developing fetuses and young children. For example, mothers 
exposed to higher levels of environmental neurotoxins (such as pesticides 
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and lead) tend to bear children who have poorer developmental outcomes 
compared with the children of equally disadvantaged mothers who have lower 
degrees of exposure (Institute of Medicine and National Research Council, 
2015). Young children are especially vulnerable for two reasons: They tend to 
absorb more of a toxin relative to their body weight because their metabolisms 
are faster than those of older people, and their rapidly developing brains are 
more sensitive to toxins (National Scientific Council on the Developing Child, 
2006; Rauh and Margolis, 2016). 

Although lead toxicity levels in American children have declined mark-
edly since legislation prohibiting the use of leaded paint (1971) and leaded 
gasoline (1984), lead poisoning has returned to public attention through news 
reports of contaminated drinking water in Flint, Michigan, and elsewhere. 
Even very low blood-lead levels have been shown to reduce children’s scores 
on reading, writing, and IQ tests. Indeed, according to current guidance from 
the Centers for Disease Control and Prevention, no blood-lead level is safe 
and the consequences of lead exposure are irreversible.2 However, cognitive 
decline associated with lead exposure is estimated to account for a far smaller 
degree of variance in IQ levels (1–4%) than social and parenting factors and 
institutional resource quality, such as early child care and preschools (40% or 
more) (Koller et al., 2004, p. 987). 

CONCLUSION 
We have emphasized that each individual learner occupies a unique place 

in time and space and responds throughout life to a set of circumstances, influ-
ences, and experiences that shape both what and how he learns. We examine 
specific implications of this principle in the chapters that follow, and we return 
to its implications for education in Chapter 7. But an implication necessary to 
note from the start is that what were once called “cultural differences” may be 
better characterized as variation in learners’ involvement in common practices 
of particular cultural communities (Gutiérrez and Rogoff, 2003).

CONCLUSION 2-1: Each learner develops a unique array of 
knowledge and cognitive resources in the course of life that 
are molded by the interplay of that learner’s cultural, social, 
cognitive, and biological contexts. Understanding the develop-
mental, cultural, contextual, and historical diversity of learners 
is central to understanding how people learn.

2 See http://www.cdc.gov/nceh/lead/acclpp/blood_lead_levels.htm [November 2017].
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3
Types of Learning and the  

Developing Brain

Learning involves a complicated interplay of factors. Chapter 2 discussed 
the importance of focusing on the cultural factors that influence learning. 
The committee explained new ways of understanding what culture is and the 
complex ways it influences development and learning. In this chapter, we 
examine different types of learning in order to understand the variety of com-
plex processes involved. We then discuss brain development through the life 
span and changes in the brain that both support learning and occur as a result. 

In this discussion, we draw on research in education and in social, cultural, 
and cognitive neuroscience. We build on what was discussed in HPL I1 and 
other reports that have contributed to a neurobiological account of how brains 
develop. These sources have explored how both experience and supportive 
environments can fundamentally alter developmental trajectories—both nor-
mative and maladaptive—across the life span.

TYPES OF LEARNING
It may seem obvious to say that there are many types of learning, but re-

searchers have explored this multifaceted construct from a variety of angles. 
People learn many different kinds of things and use different learning strategies 
and brain processes in doing so. Consider three scenarios that highlight the 
wide range of activities and accomplishments that all can be called “learning.”

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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Three Learning Scenarios

In scenario 1, Kayla is learning about the Pythagorean theorem in her 
geometry class. Her immediate motivation is to do well on a math exam, but 
she may have other motivations, such as impressing her parents, teachers, 
and friends, or at least not losing face; maintaining the grade-point average 
needed for a competitive college application; appreciating that this material 
is a prerequisite for learning advanced topics in math and science; seeing the 
application of the Pythagorean theorem to her interests in computer graphics 
and game programming; and seeing beauty and timelessness in the elegant 
and definitive proofs of the theorem. 

As she works, Kayla is likely to engage in several types and applications 
of learning. She will probably learn both key terms and rules: for she will 
learn that “hypotenuse” is the term for the longest side of a right triangle and 
how to find the length of any hypotenuse using a formula. She will encode 
the formula in words or a picture so that she can later retrieve the rule for 
a test. She may learn to create and transform a spatial model that provides 
an intuitively compelling justification for the theorem. She may learn to link 
the spatial model to algebraic notation, and she may learn procedures to ma-
nipulate this symbolic notation to provide a formal proof of the theorem. 
She will learn to apply the Pythagorean theorem to closely related problems 
like finding the distance between two coordinates on a computer screen. She 
may even learn how to transfer the bigger concept to other contexts such as 
analyzing a communication network (Metcalfe, 2013).2

In scenario 2, Martina is developing her abilities on the guitar. Her moti-
vations are very different from Kayla’s. She began playing the instrument so 
that she could accompany her own singing, but after some years of experi-
ence, she has become interested in learning more sophisticated skills, such 
as using new chord progressions and picking styles to better reproduce her 
favorite musicians’ performances and craft her own compositions. She has 
engaged in motor learning to improve her finger work, perceptual learning 
to pick out chord progressions from recordings, and observational learning 
by watching others’ live and recorded performances. Practice and regimenta-
tion figure prominently in her training. Her playing has improved considerably 
with individual lessons and her accompanying efforts to use both verbal and 
example-based instruction to improve.

The third scenario is Foldit,3 a computer-based game in which players 
learn to find solutions to the notoriously difficult problem of protein folding. 
(Figure 3-1 is an illustration of what a Foldit learner-player sees.) Foldit is an 

2 According to Metcalfe’s law, the usefulness of a communications network increases propor-
tionally to the square of the number of connected users because each person can connect to 
each of the other users (Metcalfe, 2013).

3 Information about Foldit can be found at https://fold.it/portal [November 2016].
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example of a “serious game”: one designed not only to entertain but also 
to educate or train users to solve real-world problems (Mayer, 2014). Foldit 
challenges its players to fold proteins into as low an energy state as possible, 
a difficult problem even for the most sophisticated artificial intelligence sys-
tems available (Cooper et al., 2010). Scientists can analyze the best solutions 
found by players to determine whether they can be applied to understanding 
or manipulating proteins in the real world. For example, in 2011, Foldit play-
ers, who include retirees and citizens of more than 13 countries, as well as 
science students, uncovered the crystal structure of a virus that causes AIDS 
in monkeys, producing a solution that had eluded professional scientists for 
15 years (Khatib et al., 2011). 

In 2012, using a version of the game that allows for the creation of new 
proteins, game players constructed an enzyme that can speed up a biosyn-
thetic reaction used in a variety of drugs, including cholesterol medications, 
by 2,000 percent (Hersher, 2012). Khatib and colleagues (2011) studied the 
strategies that 57,000 Foldit players used to achieve these successes and found 

FIGURE 3-1 User interface for the Foldit game.
SOURCE: Adapted from Cooper et al. (2010).
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that a key to these players’ results is that they create new tools, in this case 
computer software “recipes.” They also learn collaboratively by forming 
teams, sharing specific solutions and general software recipes, distributing 
tasks among the team members, and regularly updating one another on their 
failures and successes.

These scenarios give a sense of the range of functions and processes 
involved in learning; they illustrate the complexity of learning to solve even 
fairly straightforward challenges. Contexts matter, as do the variety of factors 
that influence learners’ motivations and approaches and the range of strate-
gies and processes learners can recruit. We explore these issues further in 
this and later chapters. 

We will return to these three scenarios to illustrate some of the basic 
universal types of learning researchers have investigated. We emphasize that 
these are not discrete functions that operate independently but are aspects 
of complex, interactive learning processes. 

Basic Types of Learning

There are many types of learning, and as the scenarios illustrated, they 
often operate in concert. In this section, we describe several important types, 
chosen to acquaint the reader with the range, diversity, and dynamic nature 
of learning, rather than to provide a comprehensive taxonomy of learning 
types. We begin with forms of learning that may be considered “knowledge 
lean” such as the learning of habits and patterns and move toward more 
complex, “knowledge-rich” forms of learning such as inferential learning. 
The knowledge-rich types may be implicit, occurring outside the learners’ 
conscious awareness and requiring limited verbal mediation. More explicit 
learning would include learning with models and learning executed with the 
learner’s intention. 

Research on types of learning is often conducted in laboratory settings 
where an effort is made to simplify the learning task and “strip away” nuances 
that reflect specific contexts. Often, participants in these studies are from 
cultures that are Western, educated, industrialized, rich, and democratic, 
which may limit the generalizability of findings to people who live in different 
cultural contexts (see Chapter 1 and Appendix C on the WEIRD problem). 
In the real world, learning situations almost always involve multiple learning 
processes and always are influenced by context and by the learner’s own 
characteristics and preferences. 

Habit Formation and Conditioning

Habits are behaviors and thought patterns that become engrained and feel 
fluent in particular contexts (Wood et al., 2002). Habits can be positive (e.g., 
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making healthy snack choices or double-checking one’s math homework), or 
they can be harmful (e.g., skipping meals and instead grabbing a candy bar 
from the vending machine, or giving up when one’s math homework seems 
difficult). Both learning and unlearning of habits occur gradually and usually 
unconsciously, though one can become aware of one’s habits and work to 
reinforce or change them mindfully. Habits tend to be self-reinforcing; because 
they achieve some short-term goal and are enacted relatively automatically, 
bad habits especially are notoriously hard to unlearn. Good habits, once estab-
lished, can grow into rich patterns of behavior that help the learner succeed. 

The gradual learning and unlearning of habits follows principles of condi-
tioning, a nonconscious form of learning in which one automatically adjusts 
one’s decisions and behaviors when particular and familiar contextual cues 
or triggers are present. These decisions and behaviors can be strengthened 
when they are closely followed by rewards; for example, when the candy bar 
tastes good and gives an energy rush (even if the rush is followed by an energy 
crash) or the homework-checking habit reveals a careless error. The rewards 
might be external, but they can also be generated by the learner, as when 
Martina, the guitar student, realizes that her playing has improved because 
she has made a habit of practicing every day before bed. 

The probability and time horizon of rewards also matters. For example, 
Martina may not notice any difference in her playing right away after she starts 
practicing regularly, and she may be tempted to give up before she experiences 
the reward. Or, the diligent student checking her math homework may not 
perceive the reward for her extra effort if homework is graded for completion 
so careless errors do not count. It might be thought that habits will become 
strongest when the behavior is always rewarded—when Martina’s progress 
is steady and the math student always earns praise—but predictable rewards 
actually reduce the durability of habits. That is, bad habits are often harder 
to extinguish when they are only intermittently rewarded, and the benefits 
of good habits may seem unclear when one takes the reward for granted. For 
example, if a child’s tantrums are occasionally rewarded by a parent who 
“caves in,” then the tantrum habit may resist extinction. The child learns that 
she might possibly be rewarded for a tantrum and so becomes more persistent. 
Similarly, though Martina may need to push herself to continue practicing 
nightly, on the night when she suddenly makes a breakthrough, the effort 
she put in will make the reward feel even sweeter.

People often think that they are in rational control of their behaviors 
and that they act the way they do because they have made a conscious deci-
sion. However, the prevalence of habit-driven acts shows that much of our 
behavior is not consciously chosen. Both negative habits such as obsessively 
checking one’s cell phone for messages and positive habits such as morning 
exercises are frequently initiated without a conscious decision to engage in the 
activity: one begins before fully realizing a habit is being formed. This means 
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that establishing a new, good habit might initially take effort and significant 
application of will power. As Martina works on her guitar playing, she devel-
ops good habits for holding the guitar with the neck pointed up rather than 
down, sitting with a straight back, and holding the pick loosely enough for 
it to have some play, habits that are critical for her growth in skill. Over time 
these behaviors need to become automatic, rather than deliberate, if she is to 
have sufficient mental resources left over to learn new pieces and techniques.

It is easy to be impatient with learners who have not yet instilled successful 
learning habits, such as listening attentively, creating outlines before writing, 
or periodically summarizing material that is read, and jump to the conclusion 
that they are not trying hard to learn. But these habits of learning take effort 
initially and only gain momentum over time. Once acquired, they can become 
second nature to the learner, freeing up attentional resources for other, more 
cognitively demanding aspects of a task.

There are many ways to establish a habit, such as classical conditioning.4 
Ivan Pavlov’s research on classical conditioning is so well known that it 
 appears in cartoons: Pavlov noticed that a dog automatically salivates when 
it is presented with food. Cleverly, he began playing a bell whenever he pre-
sented the dog with food. Soon he observed that the dog salivated when it 
heard the bell, even when no food was present. Classical conditioning such 
as this can be viewed as a form of adaptation to the environment, in the sense 
that salivation aids the digestion of food. 

Although conditioning is an adaptive learning process, sometimes it can 
lead to undesirable consequences, as in some acquired taste aversions, or 
in the case of abused children who learn antisocial strategies for protecting 
themselves. For example, cancer patients who become nauseated from che-
motherapy drugs may begin to feel nauseated even when thinking about the 
drugs or when eating a food they had previously eaten before a treatment 
(Bernstein et al., 1982).

Conditioned learning is so basic to survival and adaptation that it extends 
beyond just mental processing to also include adaptive patterns of process-
ing in the body. For example, there is evidence that the immune system is 
subject to classical conditioning. Researchers have found that reactions of 
the immune system can be suppressed or enhanced as a learned response to 
a taste stimulus (Ader et al., 2001; Schedlowski et al., 2015). This work has 
given rise to the new interdisciplinary field known as psychoneuroimmunol-
ogy, which explores possibilities for using conditioning of the immune system 
to fight disease. For our purposes, it highlights that learning is a fundamental 

4 One of the characteristics of habit learning is that it is gradual. However, classical condition-
ing is not always gradual. Even a single exposure to a taste that later results in a stomach ache 
may result in avoidance of that flavor (García et al., 1955). We nonetheless include classical con-
ditioning in this section on habit formation because it is one of the major mechanisms through 
which habits are formed.
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property of humans and of all animals. It is not only our minds that are shaped 
by experience; even our bodies are. 

Observational Learning

People also learn by observing and modeling others’ behavior, attitudes, 
or emotional expressions, with or without actually imitating the behavior or 
skill. Humans’ talent, rare among animals, for observational learning has been 
called “no-trial learning” (Bandura, 1965) because it is even faster than the 
one-trial learning observed in animals that have a strong built-in tendency to 
form certain associations (e.g., between the taste of a food and a subsequent 
stomach ache). Learning by observation allows the learner to add new behav-
iors to his repertoire while minimizing the costs of trial-and-error learning, 
and it often can proceed without any explicit feedback. 

Learning by observation is a sophisticated skill requiring advanced cogni-
tive capacities for imitation, interpretation, and inference (Blackmore, 2000). 
It requires the learner to observe something that may not be immediately 
visible (such as an attitude or recipe), and figure out how to reproduce what 
she has observed. Martina likely learns about how to improve aspects of her 
guitar playing through watching and listening carefully as her teacher plays, 
even if neither she nor the teacher could describe in words every aspect of 
what she is learning. 

The human penchant for learning by observation underscores the 
importance of the social milieu of the learner, a connection that has long 
been established. Studies by Bandura and colleagues beginning in the 1960s 
established the role of observational learning and social modeling in learning 
and motivation (Bandura, 1989; Bandura et al., 1961, 1963). The researchers 
found that for modeling to be a successful learning method, learners must not 
only pay attention to the critical components of the modeled behavior but 
also ignore irrelevant features of the behavior or skill; they must also be able 
to remember and replicate what they have observed. The Foldit players in 
our third learning scenario benefit from observational learning as they follow 
both general strategies and particular solutions they see their peers do. They 
organize teams, online forums, and recipe repositories specifically to promote 
their own observational learning.

Various factors may influence observational learning. For example, an 
individual’s perception of his own potential role and goal with respect to the 
behavior being observed influences how well he reproduces the learning be-
havior (Lozano et al., 2006; Zacks et al., 2001). But, it has long been known 
that people readily take cues for how to behave from others, particularly from 
authority figures such as teachers or parents but also from peers (Schultz et 
al., 2007). Peer observation is a key source of information about descriptive 
norms: standards for conduct among socially related people, which are ac-
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quired by seeing how peers actually do behave. By contrast, injunctive norms 
describe how people should behave and are traditionally provided by higher 
authorities. Both descriptive and injunctive norms contribute to learning in 
social settings.

Descriptive norms are especially influential to learning (Cialdini, 2007). 
For example, people are more likely to litter when they observe a lot of other 
litter on the ground, even though they know that littering is against the official 
rules. Messages such as “Many people litter. Don’t be one of them!” may have 
the paradoxical effect of increasing littering because it suggests a descriptive 
norm that littering is commonly tolerated (Cialdini et al., 1990). Teachers and 
parents frequently lament that students seem to pay more attention to what 
their peers do than to advice given by more authoritative voices. However, this 
tendency to favor descriptive norms has been harnessed by the “peer learning” 
approach, which encourages learners to interact with and teach each other 
(Crouch and Mazur, 2001; Slavin, 2016). Understanding of descriptive norms 
highlights the need to establish classroom cultures that promote high-quality 
peer learning, especially through descriptive norms (Hurley and Chater, 2005). 

Empirical studies also illustrate cultural differences in observational learn-
ing. For example, working with pairs of American and Mayan children ages 5 
to 11, Correa-Chávez and Rogoff (2009) showed one child how to construct 
a novel toy while the other child was nearby doing a similar activity inde-
pendently, without explicit instruction. They then asked the second child to 
attempt the task in the structured teaching situation. The researchers found 
that the children who first worked independently had learned from observing 
the other children. They also noted that the children’s observational learning 
differed, depending on their cultural community as well as their degree of 
exposure to Western schooling (in the case of the Guatemalans). In this study, 
the Mayan children were more likely to watch intently as the other child was 
given instruction, while the American children, and the Mayan children with 
more exposure to Western education, were more likely to focus exclusively 
on their own task rather than watching. The children who learned the most 
during the waiting period were from families with the most traditional Mayan 
practices. 

Implicit Pattern Learning

Observational learning is not the only way a person can learn without 
receiving external feedback or rewards. Implicit pattern learning, also called 
statistical learning, involves the learning of regular patterns in a particular 
environment without actively intending to do so. This kind of learning re-
quires extended exposure to a pattern sufficient for unconscious recognition 
of regularities in an otherwise irregular context, without conscious attention 
and reflection (Willingham et al., 1989). Statistical learning is observed in 
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many species and across age groups in humans, and it is relatively unrelated 
to IQ; even infants can do it (Cleeremans, 1996). In a 1996 study, researchers 
exposed 8-month-old infants to a 2-minute, continuous, monotone stream of 
speech that was random except for a repeated pattern of several nonsense 
words made up of three syllables (e.g., “bi-da-ku”) (Saffran et al., 1996). Even 
though there was no gap between the words, the infants showed a novelty 
preference after this exposure, listening longer to new nonsense words than 
the nonsense words they had already encountered. 

Language learning is a good example of statistical learning because people 
spontaneously and without conscious effort use the regularities that language 
contains to produce their own utterances (Bybee and McClelland, 2005). 
Imagine hearing a new verb, “sniding,” which means, “to try to humiliate 
somebody with a disparaging remark.” To use the verb in the past tense you 
might say, “he snided his cousin,” applying the regular “+ed” way of forming 
a past tense, or, “he snid his cousin,” basing your verb form on other similar 
irregular verbs such as “hide→hid,” “slide→slid” and “bite→bit.” You might 
even say, “he snode his cousin,” but you probably would not say “snood,” 
“snade,” or “snud” because without realizing it you have learned the rules for 
indicating past tense in English. 

Learning patterns without feedback generally requires extended experi-
ence with an environment and is gradual. The regularities learned in this 
fashion may not be easily verbalized because they are not the result of explicit 
hypothesis formation and testing. Figure 3-2 shows how a learner can extract 
patterns from an environment without a teacher or parent providing feedback. 
In this environment, 80 circles varying in size and color are distributed in 
distinctive clusters. Even if none of the circles is categorized or given a label, 
it is possible to see that they fall into four clumps. Many real-world categories 
are clumpy in exactly this way. For example, the category bird encompasses 
several properties that are correlated with each other, such as nesting in 
trees, laying eggs, flying, singing, and eating insects. Other categories such as 
snakes and fish have different constellations of correlated properties (Rosch 
and Mervis, 1975). Learners often come to recognize which attributes define 
categories simply through observation over time; even very young children 
recognize, for example, that it would be a strange, improbable animal that 
borrows hissing and scales from snakes but feathers and chirping from birds. 

Perceptual and Motor Learning

We have seen that some types of learning are unconscious and some 
require deliberate intention. Perceptual and motor learning are ways that an 
individual learns skills primarily through sensory experiences. This type of 
learning may take place without the learner being able to put into words how 
it occurred, but it may be deliberately pursued. Learning to hear the difference 
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between major and minor chords, practicing a golf or tennis swing, improving 
one’s skill at smoothly maneuvering a car, or learning (as a dermatologist) to 
distinguish between benign and malignant skin growths are all examples of this 
type of learning. Skills learned this way gradually increase over a protracted 
course of years, or decades, of practice. Different training regimes may acceler-
ate skill training, but there is usually no simple shortcut that will yield skilled 
performance without long hours of practice; it is doing the activity, not being 
explicitly instructed, that brings the gains (Ericsson, 1996). 

Motor learning, such as learning how to swim, ride a bicycle, or play a 
guitar chord without a buzzing sound, is often highly specific. That is, if a per-
son who has learned to play guitar is asked to switch which hand strums and 
which hand fingers the chords, she will suddenly regress to a nearly novice 
level (Gilbert et al., 2001). This high degree of specificity has been associated 
with changes to brain areas that are activated rapidly after an object is shown 
and are specialized for perception. It is easy to forget how dramatically people’s 

FIGURE 3-2 Pattern recognition.
NOTE: Imagine a world that contained these 80 circles that vary in their size and color. 
Individuals are able to assign clusters to the circles without receiving any feedback. For example, 
they may cluster the circles by their location in the graph, by color, by size, etc. 
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perceptions and actions can be changed by experience because once they 
have changed, the individual no longer has access to the earlier perception. 

People learn from the world through their senses, but these same senses 
are changed by that learning. Both perceptual and motor learning can lead to 
surprisingly robust changes in the perceptual system. A striking demonstra-
tion of this is a phenomenon known as the McCollough Effect (McCollough, 
1965), in which a very brief exposure to some objects can have a relatively 
long-lasting influence on the continued experience of other objects. 

As an example, look at the pattern in Figure 3-3 and confirm that the 
vertical and horizontal striped quadrants appear black and white. Then, 
alternate between looking at the red and green stripe patterns in Figure 3-4 
for 3 minutes, looking at each pattern for 2 to 3 seconds at a time. Now look 
back at the pattern of four quadrants in Figure 3-3. The quadrants with the 
vertical lines should appear red-tinged, and the quadrants with the horizontal 
lines should appear green-tinged. Celeste McCollough’s explanation, which 
continues to receive empirical confirmation, is that there is adaptation in early 
stages of visual processing in the brain to combinations of orientation and 

FIGURE 3-3 The McCullough effect, part 1. See instructions in text for viewing these patterns 
before turning the page to view Figure 3-4.
SOURCE: Adapted from McCullough (1965).
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color. This adaptation, which creates orientation-specific reference points to 
which subsequent colored bars are compared, is surprisingly robust. As little 
as 15 minutes of exposure to the red and green stripes can make people see 
color differences in the quadrants lasting for 3.5 months (Jones and Holding, 
1975). If you followed the viewing instructions above, your experience of 
the world in just 3 minutes has had a durable and hard-to-suppress influence 
on how you see it.

Figures 3-5 and 3-6 show another example of how a very brief experience 
can rapidly alter future perceptions. Look at Figure 3-5 first, before you view 
Figure 3-6. If, like most people, you are not able to identify all four of the ob-
jects in the images shown in Figure 3-5, you may experience the frustrating 
but gripping phenomenon of not being able to form a coherent interpretation 
of your visual world. Now look at Figure 3-6. The images in this figure provide 
hints that will make the images in Figure 3-5 readily interpretable. If you now go 
back to view the images in Figure 3-5, you will most likely not be able to return 
to your naïve state of incomprehension. The striking difference between how 
the images in Figure 3-5 appeared to you before and after the clarifying experi-
ence of seeing Figure 3-6 provides a compelling, rapid analog for the greater, 
often gradually accumulated, power of experience to change what we see.

Perceptual-motor learning can also play a large role in the development of 
academic knowledge. Not only does it support abilities to see and discriminate 
letters for reading, it also supports what Goodwin (1994) called “professional 
vision.” Goodwin described the ways in which training in archeology involves 
changes to how one perceptually organizes objects of inquiry, such as the 
texture and color of dirt found at an excavation site. 

FIGURE 3-4 The McCullough effect, part 2. Before studying these images, see the instructions 
in the text for viewing Figure 3-3 first.
SOURCE: Adapted from McCullough (1965).
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FIGURE 3-5 Unaided pattern interpretation.
NOTE: Can you identify the object hidden in the upper-left image and the animals in the 
three black and white images? Try for a few moments, and if you cannot, look at Figure 3-6 
for hints. Once you see the Figure 3-6 images, then see the objects in the images here, you 
probably will never be able to “unsee” the objects, so savor the moment of incomprehension 
before looking at the hints.
SOURCES: The photographer for the upper-left image is unknown (see, for example, http://
www.slate.com/blogs/bad_astronomy/2016/05/18/sometimes_a_cigar_isn_t_just_a_
cigar.html), but one of the early sources for it is Arron Bevin’s Facebook page: https://www.
facebook.com/Bevvoo/posts/487921018070478). The remaining three images are 
committee-generated. 

It is possible to organize instructional experiences that maximize people’s 
abilities to leverage perceptual learning. Kellman and colleagues (2010) 
developed brief online modules to support perceptual learning in mathemat-
ics. Students using the modules make quick decisions for 120 problems. For 
instance, they have to decide which of three equations, all using similar num-
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bers but differing in operators (e.g., 3X + 5 versus –3x + 5), goes with a given 
graph and which of three graphs goes with a given equation. After choosing 
an answer, students simply see the correct answer without explanation. The 
goal is to have the students see the structure, not explain it. The juxtaposi-
tions of the similar equations and similar graphs create contrasting cases as 
in wine tasting, exploring near contrasts helps people learn to perceive the 
distinctive features. Twelfth-grade students who completed the module nearly 
tripled their abilities to translate between graphs and equations, even though 
they had previously completed algebra.

The importance of perceptual learning for academic topics can easily be 

FIGURE 3-6 Hints for pattern interpretation in previous figure.
NOTE: Once you see the clear cigar, frog, zebra, and penguin in these images, you will easily 
see them in Figure 3-5. In fact, it may be impossible for you not to see them.
SOURCE: Images are from https://www.flickr.com/creativecommons and are available under 
a public domain creative commons license. The photographers are Gabriel González (frog), 
Laura Wolf (zebra), and nchans (penguin). 
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underestimated. One reason is that experts may not realize how much of their 
understanding stems from perceptual learning. As mentioned previously, once 
one has learned how to see something, it is hard to remember what it looked 
like when one was a novice. Experts may not realize that novices cannot see 
what they themselves see because it seems so self-apparent to their perception. 

Learning of Facts

Humans have many reasons to learn facts and information, such as the 
elements of the periodic table or the factors that ushered in the industrial 
revolution, and they may do so intentionally or without realizing it. A single 
exposure to a striking fact, such as that human and koala bear fingerprints are 
highly similar, could be sufficient for a listener to remember and subsequently 
recall it, though he may forget when and where he learned it. 

Although fact learning may seem mundane and highly restrictive in 
what it can mobilize a learner to do, it is a kind of learning at which humans 
excel, compared to other animals. It allows educators to impart information 
efficiently to learners by harnessing the power of language. The power and 
convenience of being able to simply say something to somebody and have it 
change their behavior is undeniable. A naturalist who tells a hiker about the 
likely consequences of eating the mushroom Amanita phalloides conveys 
information that would be impractical, if not deadly, for the hiker to learn 
from experience. 

Although a fact might be learned in a single exposure or from being told, it 
is important to note that this apparent efficiency and directness can be mislead-
ing. Facts are rarely learned in a single instance, and accurate generalizations 
are rarely learned from a single example. It is generally only in cases where 
learners have substantial background knowledge already that one example or 
one instance of exposure can suffice (e.g., the hiker would need to already 
know a lot about poison and mushrooms to appreciate the information about 
Amanita phalloides). Moreover, a considerable body of research on memory 
shows that repeated opportunities to retrieve facts strengthen memory, par-
ticularly if they are spread over time, location, and learning contexts (Benjamin 
and Tullis, 2010; see Chapter 6). 

Fact learning need not be rote: It is promoted when learners elaborate 
by connecting the information to be learned with other knowledge they al-
ready have (Craik and Tulving, 1975). One could simply try to memorize that 
Christopher Columbus was born in 1451, or one could connect this fact to 
others, such as that the Eastern Roman Empire (Byzantium) fell 2 years after 
Columbus was born (with the fall of Constantinople in 1453), a connection 
that adds meaning to both facts. Organizing items to be remembered into 
related groups makes them easier to retain (Bower et al., 1969), as does form-
ing strong mental images of the information (Sadoski and Paivio, 2001). Taxi 
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drivers have better memory for street names when they are part of a continu-
ous route than if the street names are presented in random order (Kalakoski 
and Saariluoma, 2001). All of these results are unified by the notion that facts 
that are placed into a rich structure are easier to remember than isolated or 
disconnected ones.

Learning by Making Inferences

To make sense of their world, people often have to make inferences that 
while not certain to be correct, are necessary to move forward. The philoso-
pher Charles Sanders Peirce used the term “abductive reasoning” to describe 
this type of inference. He described it as forming a possible explanation for a 
set of observations. As an example of this type of reasoning, John Couch Adams 
and Urbain Jean Joseph Leverrier inferred that a previously undetected planet 
of a particular mass must be located beyond Uranus, based on observations of 
Uranus’ deviations from its predicted orbit. Following up on this prediction, 
Johann Gottfried Galle discovered Neptune in 1846.

Chemistry students inferring that substances are “acid” or “base” and 
hypothesizing possible electrostatic interactions between them is another 
example of abduction (Cooper et al., 2016). However, abduction is not only 
practiced by scientists. The dog owner who sees dog footprints on the dining 
room tablecloth, a spilled glass of wine, and an empty hotdog bun is using 
abduction when she assumes the worst. Even modern machine-learning sys-
tems have shown that abductive inference is important for making efficient 
learning possible. Such systems can inspect their world and infer in human-like 
ways which processes created the objects they see. When they use abduc-
tive reasoning, they can learn more from less data and better generalize what 
they have learned to new situations (see Figure 3-7; Lake et al., 2015, 2017; 
Tenenbaum et al., 2011).

Model building is an important special case of abductive inference that 
people use when seeking to understand complex phenomena. Educators and 
others often use models to teach and explain. A three-dimensional pictorial, 
diagrammatic, or animated model of the Earth, Moon, and Sun can help stu-
dents grasp how night-day, tidal, and seasonal cycles are generated. Adults may 
often rely on established models such as the circle of fifths in music theory, 
but people also develop their own models in many circumstances, for example 
to try to understand the most economical way to manage their home heating 
system. Models are powerful tools for making inferences in novel situations, 
but almost all models can yield incorrect predictions in circumstances that do 
not fit, so it is important to consider the purposes for which they are used. 
For example, the Newtonian laws of physics are adequate for predicting the 
movement of planets in the solar system, but they fall short of accurately 
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predicting black holes (which are much more massive than anything Newton 
knew) or subatomic particles. 

The primary advantage of model-based learning is that the learner who is 
equipped with an apt model can make good predictions about new situations 
that go well beyond the originally experienced situations. For example, if a 
learner has a model of water as being composed of molecules whose random 
movements increase with the water’s temperature, then he might be able to 
predict that a drop of food coloring will diffuse faster in hot water than cold; 
a bit of experimentation will reveal that he is correct (Chi et al., 2012).

Overcoming model-based misconceptions is a major goal in formal edu-
cation (Clement, 2000). Figure 3-8 illustrates how students may reconcile 
their visual experience of the Earth as flat with their teacher’s instruction 
that the Earth is spherical, by concluding that Earth is shaped like a pancake 
(or disc): people do not fall off the round (flat) Earth because they live on 
the top portion of the pancake! A typical strategy for addressing this sort of 
misconception is to first understand what the students’ model is (Osbourne 

FIGURE 3-7 Abductive reasoning in a machine-learning system. 
NOTE: When a new character (the well-drawn black character in the upper left) is shown 
to a machine-learning system, the system infers which handwriting strokes were involved in 
producing the character—the red, green, and blue strokes on the left. By inferring these strokes, 
the system is able to both produce new instances of a character (shown on the upper right) 
when shown only a single example and correctly categorize new instances of the character 
(imperfect instances shown in lower right). 
SOURCE: Lake et al. (2015, Fig. 1).
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FIGURE 3-8 Children’s mental models of the Earth. 
NOTE: Elementary school-age children were asked a series of questions about the shape of 
the Earth. Their responses to these questions were inconsistent: Many children said that the 
Earth is round but also stated that it has an end or edge from which people could fall. In these 
responses, it seemed that the children used a mental model of the Earth other than the spherical 
Earth model. Five alternative mental models of the Earth were identified: the rectangular Earth, 
the disc Earth, the dual Earth, the hollow sphere, and the flattened sphere. 
SOURCE: Vosniadou and Brewer (1992, Fig. 1, p. 549).
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and Freyberg, 1985), then to present challenges to that model by raising analo-
gies and special cases, and eventually to offer improved models (Brown and 
Clement, 1989; Chi, 2009). 

Because the models that people use to help them reason and act are often 
implicit, children and adults rarely critique their own models. People may 
only discover that alternative models for a situation are even possible when 
they encounter one. For example, two common but incompatible models for 
home heat control are the “valve model” and the “feedback model” (Kempton, 
1986). According to the valve model, the temperature at which the thermostat 
is set determines how hard the furnace works to produce heat. That is, higher 
temperature settings make the furnace run harder, much as further depress-
ing a gas pedal on a car makes the engine rev up more and more. According 
to the feedback model, the thermostat sets the threshold below which the 
furnace turns on, but the furnace runs at a constant rate. 

These different models drive very different home heating behaviors. If 
two people come home to a 55 °F home and would like it to be 65 °F, the 
valve theorist might set the thermostat to 75 °F because she wants the house 
to warm up quickly, whereas the feedback theorist would set it to exactly 
65 °F, realizing that setting the thermostat higher than 65 °F will not make 
the house warm up to 65 °F any faster. Applying the common but inaccurate 
valve model wastes both energy and money.

In other cases, different models exist not because some people are wrong 
but because of culture differences. What is considered rude behavior in a 
business meeting, which direction to push or pull a saw, and conceptions of 
time reflect varying models that are neither correct nor incorrect. A study that 
illustrates this point examined views of the future among U.S. residents and 
members of the Aymara people of the Andes region (Núñez and  Cooperrider, 
2013). The researchers found that whereas the U.S. residents tended to 
conceive of the future as spatially in front of them, the Aymara participants 
conceived of it as spatially behind them (perhaps because it is invisible). 
Such differences can cause misunderstanding and miscommunications when 
a member of one culture comes to a new culture; these problems occur not 
because of weak cognitive capabilities but because of a cultural mismatch of 
models. Learners and instructors may not recognize the extent to which their 
models are not shared (Pronin et al., 2002). 

Despite the potential for misunderstanding, it is difficult to imagine an 
area of advanced human creative or scholarly pursuit that does not involve 
models: the artist’s model of complementary and analogous colors, the medi-
cal model of blood sugar–insulin regulation, the historian’s use of Marxist ac-
counts of class struggles, the double helix model of DNA, and the physicist’s 
model of atomic and subatomic particles are just a few examples. The power 
of model-based learning in education has been showcased in the Next Genera-
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tion Science Standards and Common Core Mathematics standards5 because 
models make it easier for learners to describe, organize, explain, predict, and 
communicate to others what they are learning. 

While experts in virtually all domains see the value of hypothesizing mod-
els because they are trying to organize a wealth of observations, sometimes 
early learners are not as convinced of the value of models because they may 
seem speculative, indirect, and invisible. This student resistance can be re-
duced by facilitating better learning of and with models through use of spatial 
representations, diagrams, animations, and interactive computer simulations 
(see Chapter 6). 

Creating models for themselves, rather than simply using models suggested 
by others, can be a beneficial activity for learners (VanLehn et al., 2016). The 
value of constructing models for understanding and organizing material has 
been associated with specific learning approaches, including discovery learn-
ing, inquiry-based learning, problem-based learning, learning by invention, 
learning by doing, and constructivism. In each of these approaches learners 
are encouraged to either discover for themselves or explore with guidance the 
applicable rules, patterns, or principles underlying a phenomenon (Bruner, 
1961). Foldit players demonstrate remarkable learning by creating models 
when they program (code) new computer algorithms to help in their efforts 
to fold proteins, sometimes learning how to program just so that they can 
create tools to help them play the game better (Khatib et al., 2011). Likewise, 
Schwartz and colleagues (2005) showed that if children are prompted by a 
teacher to use mathematics, they could use their mathematical knowledge 
to model the complex causal relationship between distance and weight to 
determine balance on a scale. 

Inferential learning is likely most effective when the learner receives some 
guidance. For example, someone making yogurt for the first time might want 
to determine experimentally how the fat content of milk affects the firmness, 
acidity, and smoothness of the yogurt. In a pure case of discovery learning, 
this cook would develop the question, experimental methods, measures, 
and analyses. However, without some guidance, beginning learners may not 
know enough to ask good questions or identify critical variables, and they may 
become frustrated because of lack of progress (Mayer, 2004; Spencer, 1999). 
Research has shown that allowing learners to experiment on their own, with 
no guidance (unassisted discovery), does not improve learning outcomes 
(Alfieri et al., 2011). 

Guided, or assisted, discovery learning is an approach in which the 
educator provides a level of guidance tailored so that the task is at a level 
of difficulty that fits the learner. (This approach builds on the notion of the 

5 See http://www.nextgenscience.org/faqs [December 2016] and http://www.corestandards.
org [May 2017].
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“zone of proximal development,” or “sweet spot,” proposed by Vygotsky in 
the 1930s). Ways to do this include providing just-in-time access to critical 
knowledge, worked-out examples, assistance with hypothesis generation, 
and advice as needed. This approach allows learners to take ownership of 
the construction of their own knowledge. Evidence suggests that learners 
who engage with these types of learning resources, rather than learning by 
rote, are more likely to retain the knowledge beyond the original context of 
instruction (Lee and Anderson, 2013). 

Integrating Types of Learning

Most learning experiences involve multiple types of learning, not just 
one. For example, collaborative learning and problem solving in teams would 
engender learning by observation, feedback, facts, rules, and models, as well 
as possibly other types of learning. At the same time, research supports the 
principle that different situations and pedagogical strategies promote differ-
ent types of learning. Before a teacher or learner can design an ideal learning 
situation, she has to decide what kind of learning she is trying to achieve. 
For example, one generalization that has emerged from decades of research 
is that promoting memory for specific facts requires different learning ex-
periences than promoting knowledge that is transferable to new situation 
(Koedinger et al., 2013). Techniques focused on improving memory include 
spacing practice over time, rather than massing all practice at a single time; 
practicing retrieval of memorized information, rather than just studying the 
information again; and exposing learners to materials in different settings. By 
contrast, techniques focused on promoting transfer to new situations include 
comparing and contrasting multiple instances of concepts; having students 
reflect on why a phenomenon is or is not found; and spending time develop-
ing powerful models, rather than asking learners to simply repeat back what 
they are told. Chapter 5 discusses in more detail techniques for supporting 
different types of learning.

LEARNING AND THE BRAIN 
One of the most striking advances in learning sciences in the past 15 years 

has been in understanding the protracted course of brain development, which 
begins in utero and continues well into adulthood. Several reports have exam-
ined the research on brain development and the implications for learning. From 
Neurons to Neighborhoods: The Science of Early Childhood Development 
(National Research Council and Institute of Medicine, 2000) drew attention 
to evidence that infants are born able and ready to learn, that early childhood 
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experiences and relationships are critical to development, and that individual 
biology and social experiences are equally influential in determining develop-
mental outcomes. Transforming the Workforce for Children Birth Through 
Age 8: A Unifying Foundation (Institute of Medicine and National Research 
Council, 2015) and a review of the literature by Leisman and colleagues (2015) 
identified key findings from recent research on early brain development as it 
affects lifelong learning. Among these findings are the following:

•	 	Experience and genetics both contribute to observed variability in 
human development.

•	 	The human brain develops from conception through the early 20s 
and beyond in an orderly progression. Vital and autonomic functions 
develop first, then cognitive, motor, sensory, and perceptual processes, 
with complex integrative processes and value-driven and long-term 
decision making developing last. 

•	 	Early adversity can have important short- and long-term effects on the 
brain’s development and other essential functions.

Prenatal and Lifelong Brain Development and 
Maturation

The prenatal period is marked by an astounding rate of formation of new 
neurons, synapses, and myelinated axons—with the result that the brain has 
more of these structural elements than it needs. This development continues 
after birth: the brain increases fourfold in size during the preschool years and 
reaches approximately 90 percent of adult brain volume by age 6 (Lenroot 
and Giedd, 2006). Beginning in early childhood, this explosion in growth, 
which continues until adolescence, is the result of the dramatic increase in 
synaptic connections among neurons (gray matter) and in the myelination of 
nerve fibers (white matter) (Craik and Bialystok, 2006). 

Although vigorous growth continues, the synapses and neurons are also 
pruned, a process that continues until after puberty. This pruning occurs in 
a specific way: the synapses that are continually used during this period are 
retained, while those that are not used are eliminated (see Low and Cheng, 
2006, for more on synaptic pruning). The removal of unnecessary or unused 
synapses and neurons improves the “networking” capacity of the brain and 
the efficiency of the cortex (Chechik et al., 1999). Because this pruning is 
influenced by environmental factors, the developing child’s experiences deter-
mine which synapses will be strengthened and which will not, laying a critical 
foundation for future development and learning (see Box 3-1). Just as strategic 
placement and pruning of plants yields a healthy garden, a balance between 
strengthening of some connections and pruning of others fosters healthy 
brain development: having more neurons left alive is not a better outcome. 
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BOX 3-1 Critical and Sensitive Periods in Development

Landmark vision studies by Wiesel and Hubel (1965) helped to define 

and differentiate the concepts of critical and sensitive periods for early 

cognitive development. These studies defined critical periods of develop-

ment as times in which the brain requires certain environmental stimuli 

to organize its physical development. The best-known example of a criti-

cal period is that for development of vision: without the opportunity for 

sight during certain periods of infancy, the brain will forever be visually 

impaired. Sensitive periods are similar to critical periods but less fixed. For 

example, it is thought that both a loving relationship with a caretaker early 

in infancy and throughout toddlerhood and early exposure to language are 

essential for healthy brain development. Yet the boundaries are fuzzier for 

the developmental time periods in which exposure to strong relationships 

and good language are essential; the effects of deprivation and possibili-

ties for catching up later are imprecise. There is also mounting evidence 

that adolescence is a second sensitive period for exposure to high-quality 

social relationships (Crone and Dahl, 2012).

Both critical and sensitive periods influence later development: an 

interruption (e.g., insufficient or inappropriate stimulation) during these 

times leads to difficulty (or even inability) to process in the affected domain 

later in life. The importance of these periods is further evidence for the 

vital importance of high-quality early childhood education, particularly for 

children who are at risk (Chaudry et al., 2017).

Sensitive periods can also be associated with negative outcomes. For 

example, research with animals (usually rats) has consistently shown that 

exposure to alcohol in adolescence greatly increases the risk for alcohol 

overconsumption in adulthood and that this effect is exacerbated under 

conditions of social isolation. In rats with genetic predispositions to mental 

disorders similar to schizophrenia in humans, both alcohol consumption 

and social isolation increase the risk of developing the disorder. Though 

these effects cannot be explored through causal experiments on humans 

for ethical reasons, the evidence points strongly to the same adolescent 

sensitivity in humans: those who begin drinking alcohol in adolescence 

are more likely to abuse substances later in life, and among people with 

predispositions to mental illness, social isolation and substance abuse in 

adolescence can be triggers (see Silveri, 2012). 
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Environmental stimulation and training can affect brain development 
throughout the life span (Andersen, 2003; Diamond et al., 1964; Leisman, 
2011). The organization of cortical and subcortical signaling circuits, which 
are integrated into networks with similar functions, also occurs during this 
period. In other words, as the learner acquires new knowledge, regions of 
the cortex develop specialization of function. This is known as experience-
dependent learning (see Andersen, 2003; Greenough et al., 1987; Leisman 
et al., 2014). These structures and associated circuits underlie the neural 
systems for complex cognitive and socioemotional functions such as learning 
and memory, self-regulatory control, and social relatedness, as discussed in 
a 2009 National Academies report (National Research Council and Institute 
of Medicine, 2009). 

Beginning in the fourth decade of life, changes occur in both cortical thick-
ness and connectivity that seem to be the start of the cognitive decline often 
observed in aging adults. These changes occur after a period during which 
the parts of the brain that support learning seem to be stable with respect to 
gross physiological features. The changes are illustrated in Figure 3-9, in which 
warm colors (red, orange, yellow) indicate greater cortical thickness. As the 

FIGURE 3-9 Mean cortical thickness across the adult life span.
NOTE: The figure shows the mean cortical thickness in the right and left hemispheres for three 
age groups (individual participant data pooled into respective age groups).
SOURCE: Fjell et al. (2009, Fig. 2).
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figure shows, the brains of healthy middle-aged adults (40–60 years) have less 
cortical thickness compared to the brains of healthy individuals under 40 years 
of age, though it is not clear whether this is the result of decreases in brain 
tissue or, for example, lower hydration levels. These effects are found across 
the cortex, although they are larger in some areas (e.g., the prefrontal cortex) 
than others (e.g., anterior cingulate; see Fjell et al., 2009). 

Brain Adaptation in Response to Learning

The brain operates as a complex interconnected system, rather than as a 
collection of discrete processors (Bassett et al., 2011; Medaglia et al., 2015). 
Different parts of the brain do not act in isolation but instead interact with one 
another, exchanging information through extraordinarily complex networks 
(Sporns, 2011). There is no learned skill that uses only one part of the brain, 
and there is no one part of the brain with a singular function. Instead, the brain 
systems that support learning and academic skills are the same brain systems 
that are integral to personhood—that is, to social, cognitive, emotional, and 
cultural functioning and even to health and physiological survival (Farah, 2010; 
Immordino-Yang and Gotlieb, 2017). 

Moreover, learners dynamically and actively construct their own brain’s 
networks as they navigate through social, cognitive, and physical contexts. It 
has been assumed that brain development always leads the way in cognitive 
development and learning, but in fact the brain both shapes and is shaped 
by experience, including opportunities the individual has for cognitive 
devel opment and social interaction. The reciprocal interactions in learning 
between the dynamically changing brain and culturally situated experience 
form a fascinating developmental dance, the nuances of which are not yet 
fully under stood. A person’s brain will develop differently depending on her 
experiences, interpretations, needs, culture, and thought patterns (Hackman 
and Farah, 2009; Immordino-Yang and Fischer, 2010; Kitayama and Park, 
2010). In addition, features internal to the brain’s development and structure 
will constrain the way a person engages with the world. 

The brain has remarkable capacity to adapt to phenomena that are new, 
such as cultural innovations or new challenges. Researchers continue to 
develop new insights in this area, but one particularly intriguing finding is 
that adaptation can take place in a time frame far shorter than has been tra-
ditionally associated with evolution. Written language and written, symbolic 
mathematics are two classes of skill with which the human species has not 
collectively had long experience. Numerous archeological artifacts for both 
written language and mathematics date back to the Sumerians of Mesopotamia, 
but it is likely that neither has existed for more than 6,000 years. Despite this 
relatively short history, specific neural regions are implicated in reading and 
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mathematical reasoning (Amalric and Dehaene, 2016; Dehaene and Cohen, 
2011). How might this occur? 

Sharing and Recycling of Neural Tissue

First, people solve new cognitive tasks by reusing brain regions and circuits 
that likely originally evolved for other purposes (Anderson, 2015a; Bates, 1979). 
Research has shown that just as multiple types of learning blend in practice, 
circuits in the brain also combine in diverse ways in different types of learning. 
One might expect that different types of learning depend on different neural 
mechanisms, but seemingly very different types of learning behavior share 
brain circuitry. For example, the hippocampus is heavily involved in fact and 
rule learning as well as spatial navigation, but it is also centrally important for 
statistical learning (see section above on “Implicit Pattern Learning”; also see 
Schapiro and Turk-Browne, 2015). This finding may seem surprising, but it is 
consistent with the fact that the hippocampus is involved whenever learning 
requires that different events or features be bound together into a single rep-
resentation (see Chapter 4). This possibility for combining and recombining 
circuits is key to adaptation. 

Research on the way blind people use the visual cortex, which normally 
processes visual inputs, offers a striking illustration of this circuit adaptabil-
ity. In one study, for example, blind research subjects were able to recruit 
a particular subregion of the visual cortex—a portion associated with con-
structing spatial representations and relations for hearing and touch—when 
they were performing spatial tasks like reporting where in space they heard 
a sound (Renier et al., 2010). Other research has shown that activity in the 
spatial reasoning part of the visual cortex increased with blind study subjects’ 
accuracy in solving auditory and tactile spatial tasks. Likewise, when sighted 
adults are taught to read braille, the brain regions that normally process visual, 
not tactile, information undergo the most significant reorganization (Siuda-
Krzywicka et al., 2016). This research suggests that spatial reasoning, whether 
it is visual, auditory, or tactile, shares basic attributes, so parts of the brain that 
are normally responsible for visual tasks can be effectively reused for nonvisual 
spatial tasks if they are not being used for vision. Brain organization through 
learning is therefore more about the character or logic of thought than it is 
about the modality, such as visual or tactile (Bates, 1979; Immordino-Yang 
and Damasio, 2007). 

“Tuning” to New Requirements

Second, the brain is sufficiently adaptive that its parts become “tuned,” 
over an individual’s life span, in response to needs and experiences. Neu-
roscientists use the term “tuning” to describe their observation that neural 
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responses are strongest when the stimulation is at an ideal level, as the tones 
produced by the strings of a musical instrument correspond to their tautness 
and the position and angle at which they are struck. Neurons become tuned 
over time to respond in particular ways, based on the kinds of stimuli that 
have arrived and on how the learner has engaged with these stimuli to build 
experiences and skills. 

Neural tuning, which occurs in response to experience, is part of the 
reason that individual learners’ brains are organized differently. For example, 
the brains of people who can read show greater specialization for words 
than those of illiterate individuals, and learning to read as an adult engages a 
broader set of brain regions than does learning when young (Dehaene et al., 
2010). In another striking example, Elbert and colleagues (1995) measured 
brain activity in the sensory cortex of violinists as their fingers were lightly 
touched and found greater activity in the sensory cortex for the left hand than 
the right hand. This is logical because a violinist needs to control each of the 
fingers on his left hand individually, whereas the job of the right hand, bow-
ing, does not require manipulation of the individual fingers. 

Varying Time Frames for Adaptation

The explanation of how brains come to effectively accommodate new 
cultural requirements intertwines three temporal scales of adaptation: (1) the 
slow evolution of bodies, including brains, in response to challenges to survive 
and reproduce; (2) the creation over human evolution of cultural innovations 
like stone tools, pencils, calculators, and online tutoring systems; and (3) the 
adaptation of an individual’s brain over a lifetime to meet the demands of 
one’s culture and one’s particular role within that culture. 

The slow evolution of the human brain in comparison with the faster 
pace of cultural changes suggests that humans’ distant evolutionary past may 
provide hints as to what can be learned with efficiency. Humans seem to be 
born with certain biases,6 such as for learning human faces and voices (Cohen-
Kadosh and Johnson, 2007) or attending to objects that have long evolutionary 
histories of being dangerous, such as snakes and spiders. (Newer objects such 
as guns and electrical outlets, whose risks are culturally specific, do not elicit 
comparable reactions) (LoBue, 2014; Öhman and Mineka, 2001; Thrasher and 
LoBue, 2016). Because of these evolutionary biases, situating material to be 
learned in relation to the kinds of objects and contexts to which our brains 
have evolved to attend, such as food, reproduction, and social interactions, 
may improve learning outcomes.

The ability of cultural innovations to change to better fit human capabili-

6 Bias in the context of learning refers to a learner’s capacity to take into account knowledge 
she has already acquired in processing new information; see Chapter 5.
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ties suggests another leverage point for learning: adapting technologies to 
better fit how people naturally learn. For example, technologies for immersing 
individuals in three-dimensional interactive worlds leverage people’s naturally 
strong memories for objects encountered during first-person navigation, such 
as finding one’s way to one’s office (Barab et al., 2005; Dunleavy and Dede, 
2013). Likewise, some computer-based dialogue tutoring systems are designed 
to recreate the kinds of interaction that a human student and teacher would 
naturally have, leveraging humans’ proclivity to seek desired information from 
perceived experts (Graesser et al., 2014; Tomasello, 2008). 

The final leverage point for change is the individual’s ability to change in 
response to a cultural context. This ability underlies the sometimes striking dif-
ferences that can be observed in learning trajectories across different cultures. 
For example, whereas 11-month-old Efe children living in the Ituri rainforest 
of the Democratic Republic of Congo can safely use a machete, middle-class 
8-year-old children in America are rarely trusted with sharp knives (Rogoff, 
2003). Learning trajectories are often massively influenced by the expecta-
tions and training practices within a community. Individuals are not infinitely 
adaptive, but the extent to which they can rise to cultural expectations when 
provided with opportunities and support is impressive.

Evidence of Learning-Related Changes in the Brain 
Throughout the Life Span

The finding that dramatic brain reorganization takes place throughout 
early childhood and adolescence clearly has implications for education, but 
linking developmental neuroscience and human behavior research directly to 
instructional practice and to education policy is complex (Leisman et al., 2015). 
Nevertheless, educators may be able to use some developmental neuroscience 
findings to improve instructional practice. For example, research suggests 
that middle and secondary school students may benefit from instruction that 
takes advantage of abilities (such as multitasking and planning, self-awareness, 
and social cognitive skills) that are controlled by the parts of the brain that 
undergo the most change during adolescence (Blakemore, 2010). 

The sequence of cortical maturation in childhood seems to parallel de-
velopmental milestones and is reflected in behavior, with motor and sensory 
systems maturing earliest (Keunen et al., 2017; Lyall et al., 2016; Stiles and 
Jernigan, 2010). After a pre-pubertal period of cortical thickening (i.e., an 
increase in the number of neurons and thus the density of gray matter), there 
is a post-pubertal period of cortical thinning. In general, these processes 
are the physiological ways in which children’s and adults’ relationships and 
opportunities—including learning opportunities—and habits of mind directly 
shape the anatomy and connectivity of the brain. Current developmental neu-
roscience is largely focused on understanding how networks of communica-
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tion and regulation are formed and maintained and how they subtly change 
with age and experience. In humans, for example, cultural experiences with 
particular kinds of social values and interactions shape the networks of key 
regions of the brain involved in social emotional and cognitive processing 
(see, e.g., Kitayama et al., 2017). Social engagement and cognitive activity 
help even elderly adults maintain a healthy brain and mind (see Chapter 8).

These facts about how the brain develops throughout life have important 
implications. First, the processes of brain development persist beyond the first 
3 years of age and well into the second decade of life and beyond—that is, 
throughout the period of formal schooling for most Americans. At the same 
time, extensive research has revealed that the brain continues to undergo 
structural changes as a function of learning and experience (e.g., Draganski et 
al., 2004), and these changes continue into old age (e.g., Lövdén et al., 2010). 
This research emphasizes that a core mechanism of learning—the brain’s 
ability to modify its connections on the basis of new experiences—functions 
effectively throughout the life span (see Box 3-2). 

Since HPL I was released, scientists have learned much more about how 
brain development constrains and supports behavior and learning and about 
how opportunities to learn in turn influence brain development. For example, 
research with rats has shown that effects of environmental enrichment can 
be observed even in mature rats and that they persist well after the adult rats 
are returned to less-stimulating environments (Briones et al., 2004). 

Most of the research regarding the effects of opportunities to learn on 
changes in brain structure has been conducted in rodents because conducting 
such studies with humans is obviously more challenging. However, limited 
research with humans indicates similar effects. To examine how absence of 

BOX 3-2 Evidence of Expertise Development and Changes in 
the Brain

As people acquire knowledge, there are significant changes in their 

brain activity, brain structure, or both that complement the rapid increase 

in processing speed and effort needed to use the acquired knowledge (see 

Chapter 5). Changes that can be detected in gray and white matter provide 

one form of evidence for this connection between knowledge acquisition 

and brain structure. For example, Draganski and colleagues (2006) found 

increased gray matter in the cortices of medical students who had studied 

extensively for their exams over a 3-month period, compared with control 
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participants who had not experienced this intensive study period. Findings 

like this suggest a bidirectional relationship between learning and brain 

development: Learning promotes brain development, and brain develop-

ment promotes learning. 

A number of studies have found that experts in particular disciplines 

(such as sports or music) have an increase in the density of both gray 

matter (containing neurons) and white matter (containing neurons’ con-

nections to other neurons) that connect task-related regions of their brains, 

in comparison with nonexperts (Chang, 2014). These changes appear to 

be associated with long-term training (Roberts et al., 2013). For example, 

Bengtsson and colleagues (2005) found substantial differences between 

concert pianists and nonmusicians in the white matter architecture of 

specific cortical areas. Scholtz and colleagues (2009) found that similar 

differences resulted from training in the art of juggling. They compared 

the brains of people who did not know how to juggle, one-half of whom 

subsequently participated in a 6-week juggling course and one-half of 

whom did not. The differences before and after training in the two groups 

did not correlate significantly with the progress the trainees made or their 

performance levels after the training period, which suggests that the 

changes might have been related to the amount of time spent training 

or the effort expended on training, rather than to the achievement of the 

specific training outcome. Increases in gray matter volume in the frontal 

lobe have also been found in elite judo players (Jacini et al., 2009) and 

skilled golfers (Jäncke et al., 2009). 

An important point that follows from these findings and is worth 

 reinforcing is that cortical thickness cannot be assumed to be a good 

measure of expertise, knowledge, and skills. This type of neuroimaging 

data (brain images from a single imaging session for each subject) is col-

lected at a specific time, and therefore it is difficult to determine whether 

the observed activation is stable and whether it is attributable to the 

experimental condition or other factors, such as differences in genetics, 

experience, strategy, motivation, or even hydration level (Poldrack, 2000). A 

single measure of cortical thickness thus provides only limited information 

about this complex process and may not correlate with skill level achieved. 

BOX 3-2 Continued

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


65Types of Learning and The deveLoping Brain

experience (i.e., a lack of opportunity to learn) influences brain development 
(and therefore learning), researchers have studied the effects of early depriva-
tion experienced by children exposed to institutional rearing. Neuro imaging 
studies show that early deprivation of learning opportunities of specific 
kinds (psychosocial, linguistic, sensory, etc.) leads to a dramatic reduction 
in overall brain volume (both gray and white matter) and to a reduction in 
electrical activity (Nelson et al., 2009). However, these researchers found that 
when children who were reared in deprived circumstances were placed in 
high-quality foster care before the age of 2, their IQs increased significantly 
(Nelson et al., 2007). 

Consistent with the important role of culture and context underscored 
in Chapter 2, research has demonstrated both culturally unique and cultur-
ally universal neurological structures and functions (Ambady and Bharucha, 
2009; Kitayama and Uskul, 2011). It is now known that repeated engagement 
in cultural practices reinforces neural pathways involved in completing such 
tasks, ultimately leading to changes in neural structure and function (Kitayama 
and Tompson, 2010). 

The use of an abacus for arithmetic operations, a tool-using capability 
found primarily in Asian cultures, illustrates this point. Even before HPL I, 
research in psychology had suggested that abacus experts use a mental im-
age of an abacus to remember and manipulate large numbers while solving 
problems (Hatta and Ikeda, 1988). Hanakawa and colleagues (2003) examined 
the neural correlates underlying mental calculations in abacus experts and 
found that these experts do in fact recruit different brain areas for mental 
operations tasks than do non-experts. Another example is long-term engage-
ment in culturally embedded behavioral practices such as meditation, which 
leads to long-lasting changes in neural structure and function and may in some 
cases offset age-related cortical thinning (Braboszcz et al., 2013; Creswell and 
Lindsay, 2014; Davidson and Lutz, 2008; Lazar et al., 2005).

Different models have been developed to describe the conditions under 
which older adults recruit additional resources (see Table 3-1). Although the 
neural processes that underlie the observed patterns of compensatory neural 
recruitment are still being actively investigated, these models all emphasize 
that even in older age there can be flexibility in how neural networks work 
together and that task demands can influence the nature of those network con-
nections. Moreover, this research emphasizes the fact that earlier life experi-
ences can set the stage for the ability to compensate effectively (Cabeza, 2002; 
Kensinger, 2016; Park and Reuter-Lorenz, 2009; Reuter-Lorenz and Cappell, 
2008). For example, becoming bilingual when young seems to be associated 
with more robust cognitive development (Bialystok, 2017) and increased 
cognitive resilience into old age (Bialystok et al., 2016). The lifelong, persis-
tent demand involved in handling two language systems pushes the cognitive 
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TABLE 3-1 Models of Age-Related Change in Brain Structures That 
Affect Learning

Model Findings

Hemispheric Symmetry Reduction in 
Older Adults (Cabeza, 2002)

•	 	Older adults often recruit regions 
bilaterally (from both left and right 
cerebral hemispheres), especially within 
the prefrontal cortex, under conditions 
where younger adults only recruit regions 
unilaterally (from one hemisphere).

•	 	This pattern of bilateral recruitment 
tends to be associated with better task 
performance (i.e., the recruitment is 
compensatory).

Compensation-Related Utilization of 
Neural Circuits Hypothesis (Reuter-
Lorenz and Cappell, 2008)

•	 	Adults of all ages need to recruit additional 
(often bilateral) regions to achieve task 
performance. Older adults need to recruit 
those levels at a lower level of task 
difficulty than do younger adults.

•	 	This difference can lead to many task 
conditions under which younger adults 
will recruit regions unilaterally, whereas 
older adults will recruit regions bilaterally.

Scaffolding Theory of Aging and 
Cognition (Park and Reuter-Lorenz, 
2009)

•	 	Builds on the hemispheric asymmetry 
reduction model of Cabeza (2002) and the 
compensation-related utilization of neural 
circuits hypothesis of Reuter-Lorenz and 
Cappell (2008).

•	 	Emphasizes way that earlier life 
experiences (genetic predisposition, 
education, life stressors, etc.) can increase 
or decrease availability of compensatory 
resources in older age.

SOURCE: Kensinger (2016).

boundaries to accommodate this social and linguistic need (Kroll et al., 2012). 
The committee discusses age-related changes in learning further in Chapter 7.

Although changes in brain structures have not been directly linked to 
learning throughout the life span, we note several points from this research. 
First, although the brain is able to change and adapt throughout the life span, 
environmental influences in the early years lay the neural scaffolding for later 
learning and development (Amedi et al., 2007; Keuroghlian and Knudsen, 
2007). Second, many (though not all) of the age-related changes in brain 
structure are gradual effects that occur throughout middle age and older adult-
hood. That is, not all age-related changes in brain structure are linear effects 
of age (e.g., Raz et al., 2005, 2010), and changes in structure can begin well 
before older age (e.g., Bendlin et al., 2010; de Frias et al., 2007). We also note 
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that the age-related changes in brain structure do not affect all brain regions 
equally: some regions and networks of the brain are affected more substan-
tially by age than others. 

Finally, although cortical thickness, mass, and connectivity do appear to 
decrease with age, older adults are able to compensate for declines in some 
abilities by recruiting different or additional neural mechanisms. Neural 
plasticity, which is the ability of the brain to reorganize itself physically and 
functionally across the life span in response to the environment, individual 
behavior, thinking, and emotions—in effect, what is colloquially called “wis-
dom” (Sternberg, 2004)—may partly explain how older adults are able to com-
pensate (see, e.g., Reuter-Lorenz and Cappell, 2008). Even the earliest studies 
comparing young and older adults’ neural activation during task performance 
(e.g., Grady et al., 1994) revealed that older adults recruited different regions 
than young adults did while performing tasks. Indeed, there are few studies 
that have found reduced levels of neural activity generally in older adults; most 
studies have found reduced levels of activity in some regions but increased 
activity in others (Kensinger, 2016). 

CONCLUSIONS
In this chapter, we examined some of the diverse types of learning that 

humans must orchestrate in response to the complex social and cultural 
environments in which they develop. We emphasized that these types of 
learning are not discrete functions that operate independently but aspects 
of a complex, interactive process. The learner shapes that process through 
decisions and capacities to orchestrate his learning, but many aspects of learn-
ing occur below the level of consciousness. Different situations, contexts, 
and pedagogical strategies promote different types of learning. We saw that 
many kinds of learning are promoted when the learner engages actively rather 
than passively, by developing her own models, for example, or deliberately 
developing a habit or modeling an observed behavior. We saw that learning 
is predicated on learners’ understanding and adopting the learning goal. 

In addition, we have explored structural changes that occur in the brain in 
response to learning and experience throughout life, as well as the processes 
characteristic of different life stages. We have noted that environmental influ-
ences in the early developmental years lay the foundation for later learning 
and development, that synaptic pruning and other neurological developments 
through adolescence shape and are shaped by the learner’s experiences, and 
that the brain adapts to age-related declines in some functions by recruiting 
other mechanisms. 

We have shown that the relation between brain development and learn-
ing is reciprocal: learning occurs through interdependent neural networks at 
the same time that learning and development involve the continuous shaping 
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and reshaping of neural connections in response to stimuli and demands. 
Development of the brain influences behavior and learning, and in turn, learn-
ing influences brain development and brain health. We highlight three broad 
conclusions from this work.

CONCLUSION 3-1: The individual learner constantly integrates 
many types of learning, both deliberately and unconsciously, 
in response to the challenges and circumstances he encoun-
ters. The way a learner integrates learning functions is shaped 
by his social and physical environment but also shapes his 
future learning. 

CONCLUSION 3-2: The brain develops throughout life, fol-
lowing a trajectory that is broadly consistent for humans but 
is also individualized by every learner’s environment and 
experiences. It gradually matures to become capable of a vast 
array of complex cognitive functions and is also malleable in 
adapting to challenges at a neurological level.

CONCLUSION 3-3: The relationship between brain develop-
ment and learning is reciprocal: learning occurs through 
interdependent neural networks, and at the same time learn-
ing and development involves the continuous shaping and 
reshaping of neural connections in response to stimuli and 
demands. Development of the brain influences behavior and 
learning, and in turn, learning influences brain development 
and brain health.
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4
Processes That Support Learning

Learning is supported by an array of cognitive processes that must be 
coordinated for successful learning to occur. This chapter examines key pro-
cesses that support learning. We first look at the ways that learners orchestrate 
processes essential to learning, such as attention, emotion regulation, and inhi-
bition of incorrect or inappropriate responses. We then discuss memory—an 
essential component of most, if not all, types of learning. 

The committee has drawn on both laboratory- and classroom-based 
research for this chapter. The research related to executive function and 
self-regulation draws on a mix of field- and classroom-based research from 
cognitive science and education involving learners of various ages, as well as 
on laboratory-based studies. Historically, much of the research on memory 
was conducted with adult populations, primarily in college settings, though 
younger populations have also been studied. There are historical reasons 
why college populations have been heavily relied on in research on memory 
(see Appendix C). Psychology departments recruit thousands of students in 
introductory psychology classes to participate in experiments, and memory 
has been a particularly popular subject for such experiments (Benassi et al., 
2014; Pashler et al., 2007). Much of the research on memory discussed in 
this chapter is based on college student populations, but the committee also 
examined available research that included more diverse populations and 
learning contexts. 
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ORCHESTRATING LEARNING
In Chapters 2 and 3, we discussed many of the resources on which 

learners draw and suggested that learners are able to coordinate these varied 
capacities—both consciously and unconsciously—as they are needed to meet 
learning challenges. How do people orchestrate their own learning? Three 
key ways are through metacognition, executive function, and self-regulation.

Metacognition is the ability to monitor and regulate one’s own cognitive 
processes and to consciously regulate behavior, including affective behavior. 
The term, which derives from cognitive theory, encompasses the awareness in-
dividuals have of their own mental processes (cognitive and affective) and their 
consequent ability to monitor, regulate, and direct their thinking to achieve 
a desired objective. This capacity has been studied since the early 1980s, and 
How People Learn: Mind Brain, Experience, and School: Expanded Edition 
(HPL I1) noted how important it is for educators to teach learners strategies 
for increasing their awareness of their learning and their capacity to direct it. 

Also important is executive function, which is more frequently addressed 
by psychologists and neuroscientists and refers to cognitive and neural pro-
cessing that involves the overall regulation of thinking and behavior and the 
higher-order processes that enable people to plan, sequence, initiate, and 
sustain their behavior toward some goal, incorporating feedback and making 
adjustments.

Self-regulation refers to learning that is focused by means of metacog-
nition, strategic action, and motivation to learn. Self-regulation is seen as 
involving management of cognitive, affective, motivational, and behavioral 
components that allow the individual to adjust actions and goals to achieve 
desired results. 

Understanding the integration and interplay of these various levels of 
processing is important to understanding how learners orchestrate their learn-
ing in the context of their complex cognitive and social environments. The 
integration and interrelation of these dimensions of processing is also critical 
for deeper or higher-order learning, and for the development of complex 
skills and knowledge such as reasoning, problem solving, and critical thinking. 

Executive Function

The processes involved in executive function include the abilities to hold 
information in mind, inhibit incorrect or premature responses, and sustain or 
switch attention to meet a goal. These processes are highly interrelated: suc-
cessful application of executive function requires that the processes operate 

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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in coordination with one another. Many of the same processes are involved 
in socioemotional development, which contributes to children’s classroom 
success (Institute of Medicine and National Research Council, 2015). Like 
Kayla, the hypothetical geometry student we discussed in Chapter 3, all learn-
ers need to choose among competing interests and then sustain attention to 
the chosen ones long enough to make progress, hold in mind multiple pieces 
of information (e.g., the equation Kayla had to apply and the symbolic nota-
tion that was the target for application), manipulate them productively, and 
monitor their own progress. 

The fundamental neural bases of executive function are relatively well 
known. Early research suggested that the frontal lobes were the site of this 
capacity (Chung et al., 2014; Damasio, 1994), but more recent neuroimaging 
research has shown that the various components of executive function use 
many areas and networks across the brain (Collette et al., 2006, Jurado and 
Rosselli, 2007; Marvel and Desmond, 2010). Like the positive and negative 
changes in prefrontal cortical thickness and connectivity with other neural 
structures described in Chapter 3, the component processes of executive 
function develop rapidly during the preschool years, continue to develop into 
adolescence and even beyond, and undergo characteristic changes throughout 
adulthood. 

Executive function is a focus of intense interest—as well as targeted edu-
cational interventions (see Box 4-1)—because impaired executive function is 
a feature of several conditions that may negatively affect learning, including 
learning disabilities (both reading and mathematical disabilities); attention 
deficit/hyperactivity disorder, and autism. Conversely, well-developed cogni-
tive control is correlated with numerous positive developmental outcomes, 
including physical health and socioeconomic status—and even absence of a 
criminal conviction by age 32 (Moffitt et al., 2011). Moreover, recent research 
suggests that executive function (indicated by behaviors such as paying at-
tention and following rules, for example) may be a better predictor of school 
readiness and academic achievement than general intelligence is (e.g., Blair 
and Razza, 2007; Eigsti et al., 2006; McClelland et al., 2007). Interventions 
that target social and emotional learning may be beneficial in part because 
they improve executive function (Riggs et al., 2006). 

Other work on executive functioning focuses on so-called “intrinsic” 
executive control, or a person’s ability to direct herself, change course when 
needed, and strategize in the absence of explicit rules to follow. For example, 
one study showed that 9-year-old middle-class children from Denver, Colorado, 
who spent more time in adult-led activities (such as piano lessons and playing 
on coached sports teams), and less time in self-directed and peer-negotiated 
activities (such as playing “pick up” sports games with other children) showed 
worse intrinsic executive functioning (Barker et al., 2014). The researchers 
concluded that the time these children spent in structured learning activities 
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limited their opportunities to learn to manage themselves in natural and in-
formal learning contexts, which are critical for effective learning in the real 
world. Components of executive function develop and decline in neither 
linear nor binary (all or nothing) fashion. Both positive and negative age-
related neurocognitive changes depend on the specific executive processes 
being engaged (Spreng et al., 2010; Turner and Spreng, 2012). Across many 
domains, older adults often achieve good performance by recruiting different 
processes than those engaged by younger adults.

Self-Regulation of Learning

The capacity to understand and direct one’s own learning is important 
not only in school but also throughout life. When learners are self-regulated, 
they have more control over the strategies and behaviors they use to learn. 
Self-regulation allows them to more effectively direct their cognitive activity 
by voluntarily setting learning goals, identifying methods for achieving them, 
actively pursuing those methods, and tracking progress toward the goals. 
Regulating one’s learning requires monitoring of activities, thoughts, and emo-

BOX 4-1 A Curriculum-Based Executive Function 
Intervention

Tools of the Mind is a math and literacy program for young children 

specifically designed to improve executive function (Bodrova and Leong, 

2007). The curriculum emphasizes social interaction in shared activities 

with teachers and peers. Teachers model and scaffold the use of tools for 

learning, such as language, number systems, and diagramming or mapping. 

Children interact and practice self-regulation through symbolic play and 

codevelopment of learning plans and goals. For example, the Numerals 

Game fosters cognitive set-shifting. In this math activity, children alternate 

in the roles of “doers” and “checkers.” The activity requires that the doer 

count out plastic teddy bears to match a number card. The checker places 

the bear on a checking sheet that displays a numeral and corresponding 

number of dots. If the bears cover the dots and no bears remain, the 

children know that the number is correct. Research suggests that the use 

of this curriculum is related to decreases in reported behavioral problems 

and to improved scores on executive function tasks (Barnett et al., 2008; 

Diamond et al., 2007). 
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tions and making the adjustments necessary to achieve goals (Loyens et al., 
2008). It also is facilitated when the expectations of educators accommodate 
learners’ interests and developmentally appropriate work, so that learners take 
responsibility for their goals and perceive that they have the power to make 
important decisions related to their mode of learning (Patall, 2013). 

Self-regulation is a key element of the broader concept of metacognition, 
the capacity to reflect on and monitor one’s own cognitive processes. Moni-
toring and regulating cognition are sets of interrelated processes. Monitoring 
processes are those involved in assessing one’s own cognitive activities, includ-
ing learning and memory. The processes of regulation allow the individual to 
control the decision processes and actions in ways directed by his monitoring 
(Bjork et al., 2013; Dunlosky and Metcalfe, 2009).

The growing body of research in this area has highlighted how difficult it 
is for people to regulate their own learning in formal educational settings and 
the corresponding value of training to improve this capacity. The complex 
processes involved have been the subject of a considerable amount of theoreti-
cal and experimental work in the past decade (Vohs and Bauminster [2017] 
is a comprehensive handbook of recent research). A number of models have 
been proposed to characterize self-regulation processes, which suggest direc-
tions for interventions to improve learners’ capacity to direct their learning 
(Panadero, 2017). For example, Hattie and Donoghue (2016) identified more 
than 400 strategies found in the research literature on learning strategies. This 
body of work has explored the basic regulatory processes and the influence 
of emotion, desire, and habits; the role of personality traits; the physiological 
processes involved in self-regulation and how they develop; and many other 
issues. (Ways that educators can foster self-regulation in their students are 
discussed in Chapter 7.) 

Growing understanding of the variety of variables that contribute to an 
individual’s capacity to regulate her learning complicates the task of succinctly 
defining what is involved. Nevertheless, the concept is generally understood 
to encompass personal characteristics, learning contexts, and motivational 
and regulatory processes, and all of these factors influence learning outcomes. 
Self-regulation is both a self-directive process and a set of thought patterns 
through which learners organize their activities to build skills. Successful self-
regulated learners have developed the skills and habits to be effective learners, 
exhibiting effective learning strategies, effort, and persistence. 

In one formulation, self-regulation is described as the interplay of the will 
to invest in learning, curiosity and a willingness to explore what one does 
not know, and the skills to pursue a deeper understanding of content (Hattie 
and Donoghue, 2016). Put another way, it is the “self-corrective adjustments 
[that] are taking place as needed [for the learner] to stay on track, whatever 
[the learner’s] purpose is” (Carver and Scheier, 2017, p. 3). This capacity is 
driven from within, by intrinsic goals and responses to experience. Many 
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factors influence self-regulation, ranging from sleep to personality traits to 
social and cultural influences and beyond. Research is ongoing in this field 
and continues to enlarge the picture of the importance and complexity of 
self-regulation for learning. 

MEMORY
HPL I summarized research by neuroscientists and cognitive scientists 

on memory processes (National Research Council, 2000). This work had 
shown that memory is not a unitary construct that occurs in a single area of 
the brain. Instead, it comprises distinct types of processes associated with dif-
ferent memory functions. Not only are the processes of memory complex in 
themselves; but they also interact with other learning processes, such as the 
capacity to generalize (e.g., discrimination, categorization) and reason (e.g., 
comprehension, sense-making, causal inference). 

A metaphor people commonly use to think about encoding and retriev-
ing memories is that of spatial storage and search (Roediger, 1980). In this 
metaphor, the mind is imagined as a physical space and bits of knowledge 
(memories) are imagined as objects stored in that space. For instance, the 
knowledge might be pictured as a collection of books stored on shelves in 
a library, files stored in cabinets, or digital files stored on a computer hard 
drive. Accordingly, learning is imagined as a process of creating and storing 
new files containing different sorts of knowledge, with the hope that those 
files can be found when needed. 

This mental file cabinet view of the mind and memory is compelling, 
but researchers have rejected the idea that knowledge (memories) consists 
of copies of experiences stored in one’s mind. Instead, learning and memory 
systems give people the ability to produce knowledge without storing copies 
of it. Many other systems of the body work in a similar way. For instance, the 
visual system gives us the ability to perceive objects in the world, but copies 
of those objects are not stored in the eye. Sensory systems give us the ability 
to experience a wide variety of sensations without storing them in the body. 
Consider what happens if you were to pinch your arm and experience pain. 
It would be strange to say that when your arm was pinched, the pain was 
“retrieved” from some place where it was “stored” in your arm. Instead, sen-
sory systems provide the appropriate architecture to convey information to 
the brain, which then constructs the sensory stimulation into an experience. 

Reconstructing Memories

What the storage metaphor does not capture is the fact that learning ac-
tually involves skills for reconstructing memories based on past experiences 
and cues in the present environment, rather than reproducing copies of an 
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experience. Reconstruction is made possible by the way memories are encoded 
and stored throughout the brain. Each individual processes memories from a 
subjective perspective, so that his own memories of the same information or 
episode will not be identical to those of another person. An important point 
is that reconstruction of some kinds of knowledge is so implicit and automatic 
that it feels fluent rather than rebuilt: for a skilled reader and writer, for ex-
ample, it is not necessary to continually, consciously reconstruct memories 
of grammar (see Chapter 3 for discussion of types of learning).

When an individual constructs an experience, a representation of that 
experience is left behind in the brain that she may be able to draw upon in 
the future. The representation is not a perfect copy of the world but rather 
a partial record of the individual’s subjective interpretation and perception, 
which is in turn shaped by prior knowledge, experiences, perceptual capa-
bilities, and brain processes. The processes involved in transforming “what 
happens” into mental representations are known as encoding. Over time and 
with sleep, an encoded memory may be consolidated, a process whereby the 
neural connections associated with it are strengthened and the memory, or 
representation of the experience, is stabilized, or stored. Retrieval refers to the 
processes involved in reconstructing memories of past experiences. Retrieval 
processes are triggered and guided by retrieval cues in the learner’s environ-
ment (e.g., prompts, questions, or problems to be solved) or in the learner’s 
mind (other thoughts or ideas that have some relationship to the memory).

For example, in practicing the guitar, a student’s eyes pass over the spots 
of ink on the sheet music and visual inputs register in the primary visual areas 
at the back of the brain, creating the visual part of the pattern of the music. 
At the same time, the sounds the student creates as he strums the guitar con-
tribute to the pattern by registering in his auditory areas, some of which are 
consonant with the spots on the page and others less so. Somatosensory areas 
also contribute to the pattern by registering the position of the fingers on the 
neck of the guitar as the student plays. Although the inputs from each of the 
sense modalities register in different areas of the brain (together called the 
information-processing system), they are pulled together in what are called 
association areas, contributing to the unified experience of “playing music.” At 
the same time, the association and sensory-motor brain areas contain traces of 
patterns remaining from previous experiences of playing the guitar and other 
activities and knowledge, and these are retroactivated, allowing the current 
guitar-playing experience to be enriched by the person’s prior learning and 
expectations. For long-term skill development and learning to occur, the 
distributed pattern of inputs contributing to the current experience (visual, 
motor, auditory, emotional, etc.) must be consolidated and integrated with 
stored memory representations from prior experiences. This is why deliberate 
practice is needed for long-term robust learning. 

Because they are reconstructed, memories are not frozen in time; they are 
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reconstructed anew each time a person recalls something, and the reconstruc-
tion takes into account current knowledge, expectations, and context. For this 
reason, memories are not fixed but instead morph over time, and they may 
omit details or include fabricated details that did not occur. This is especially 
evident when people repeatedly remember the same event: what people 
report will change over time as new information and suggestions become in-
corporated into the rich, potentially multisensory tapestry of representations 
physically consolidated across the brain. 

Reconstructive processes are at work even when a person remembers 
highly emotional and unique events, such as the attack in the United States 
on September 11, 2001 (9/11), as a study by Hirsch and colleagues demon-
strates (Hirst et al., 2015). These researchers asked people to report on their 
memories of 9/11: the circumstances in which they learned about the event 
as well as details about the attack itself. People were surveyed about their 
memories at four intervals beginning approximately 1 week after the event 
and concluding approximately 10 years later. The researchers found that the 
study participants forgot many of the details they reported during the first year 
and that their reports, even of emotionally charged and distinctive “flashbulb 
memories,” changed as time passed. 

However, it is not only complex knowledge and events that must be 
reconstructed through the processes of memory. Even a simple task such as 
remembering a short list of words for a short amount of time requires active 
reconstruction. For example, when people were asked in a 1995 study to listen 
to short lists of related words, such as bed, rest, tired, awake, dream, and 
snooze, and later recall as many of the words as they could, they were highly 
likely to recall related words that were not on the list, such as sleep (Roediger 
and McDermott, 1995). This study showed that rather than simply reproduc-
ing encoded copies of the words, the study participants actively attempted to 
reconstruct even an event as simple as encountering a short word list.

The fact that the processes involved in reconstructing knowledge are 
driven by cues is well established in the study of memory. As early as 1923, a 
researcher demonstrated differences in people’s capacity to recall the (then 
48) U.S. states when asked to do so twice at a 30-minute interval: the only dif-
ference in the two tests was the retrieval context (Brown, 1923). The retrieval 
cues available in a learner’s environment are critical for what she will be able 
to recall, and changing the retrieval context and cueing environment changes 
what a person expresses at any given moment in time (Tulving and Thomson, 
1973). Thus, if a person fails to remember a fact or skill at a particular time, 
that does not necessarily mean he does not possess the necessary knowledge. 

The importance of retrieval cueing has been shown for complex as well 
as simple learning scenarios. In another classic study, Anderson and Pichert 
(1978) had students read a story about a series of events in a house and then 
recall details from the story from one of two perspectives: the perspective of 
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a burglar or the perspective of a person buying a home. When students shifted 
perspectives, they recalled new information that they had not recalled the first 
time. Only the retrieval conditions had changed. Students had encoded and 
stored the same story, but what they recalled depended on the cues to which 
they were attending. In a similar study, Gick and Holyoak (1980, 1983) showed 
that people’s ability to solve a problem differed significantly with changes in 
the retrieval environment—in this case the instructions they received about 
how to use the materials they were to draw on in solving the problem.

There are two related implications of this work for educators and others 
interested in assessing people’s learning. First, undue weight should not be 
placed on any single assessment of a learner’s knowledge and skills. Second, 
memories are reconstructed more easily in situations that feel conducive and 
relevant to the content of the memory. The way a learner will retrieve particular 
knowledge and skills varies with the cues that trigger the reconstruction; the 
cues, in turn, are partly dependent on the emotional, social, and cognitive state 
of the learner at that moment. For example, a student who prides herself on 
baseball skills may have no trouble calling up knowledge of statistics during 
a game but may draw a blank in a high-stakes math test. In part to circumvent 
this problem, some researchers have proposed the use of dynamic assessments 
that present learners with multiple assessments and that may allow some form 
of instruction or feedback between attempts (Koedinger et al., 2012). Another 
strategy is to help learners recognize and leverage their strengths in other con-
texts. For example, an educator might remind a baseball player to think about 
baseball when he has trouble remembering what he knows about statistics 
during a math test, or encourage a young child who helps with cooking at 
home to connect her understanding of the proportions of ingredients to call 
on this knowledge when learning about formal proportionality in math class. 

Working and Long-Term Memory

Information may be rehearsed in the mind just for short periods of time, 
for use in a particular activity, or it may be retained long term so it can be 
retrieved together with other experiences far in the future. Long-term memory 
has obvious importance for learning, but short-term, or working, memory also 
plays a prominent role in complex cognitive tasks and daily activities, such 
as mental arithmetic (e.g., calculating a tip) and reading (Moscovitch, 1992). 

Working Memory

In practice, working memory is associated with academic achievement, 
including both math and reading skills (e.g., Bull and Scerif, 2001; Nevo and 
Breznitz, 2011). Keeping information temporarily in mind and manipulating it 
is necessary for key learning tasks such as remembering lengthy instructions 
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or keeping track of a problem being solved, and low working-memory capac-
ity puts children at risk for poor academic progress (Alloway and Gathercole, 
2006; Alloway et al., 2009). Low working memory has also been associated 
with learning disabilities (e.g., Gathercole et al., 2006; Geary et al., 2012; 
Smith-Spark and Fisk, 2007; Wang and Gathercole, 2013) and such develop-
mental disorders as attention deficit/hyperactivity disorder (e.g., Willcutt et 
al., 2005), specific language impairment (e.g., Briscoe and Rankin, 2009), and 
autism (e.g., Williams et al., 2006). 

Working-memory performance declines beginning in middle age (Bopp 
and Verhaeghen, 2005; Park et al., 2002; Verhaeghen and Salthouse, 1997). 
The primary cause of this decline seems to be age-related difficulty in atten-
tional control (Fabiani et al., 2006; Hasher et al., 2008). Individual differences 
in working-memory capacity are relatively stable over time, but recent stud-
ies suggest that intervention during childhood may have benefits for specific 
working-memory outcomes (Holmes et al., 2009; Thorell et al., 2009). 

Long-Term Memory

There are three types of long-term memory: procedural, episodic, and 
semantic. Procedural or implicit memory is unconscious, but the other two 
involve conscious awareness of past events as episodes in one’s individual 
history (e.g., episodic memory of meeting a friend for the first time) or facts 
and concepts not drawn from personal experience (e.g., semantic memory 
of state capitals). A complex operation such as learning to play the guitar 
involves the gradual and incremental processes of motor learning (using 
implicit memory) to improve finger work, as well as the episodic memory 
processes involved in trying to internalize and later repeat specific skills 
taught in a lesson, such as playing a particular chord sequence, semantic 
memory for information such as key signatures, and emotional memories of 
successfully playing beautiful music.

Although some memories may last a lifetime, all are reworked over time, 
and most fall victim to disruption and interference and are rapidly forgotten. 
If at some later time, the guitar student is reminded of a particular practice 
episode by a relevant cue or prompt and tries to recall it, he will not be able 
to recreate the entire episode in his memory or to play as he did before 
because some of the necessary representations and motor sequences will 
no doubt have been weakened or lost. Moreover, he will have experienced 
other, similar episodes of music and of playing the guitar; his memory of the 
practice episode may feature bits of information that were not actually part 
of that particular episode but are consistent with it. 

The fact that new learning starts off as a distributed pattern of neural ac-
tivation that must be stabilized and integrated with existing knowledge stores 
to be retained as long-term memory contributes to challenges for young learn-
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ers. One reason is that the neural machinery they have available to register 
the experiences, stabilize and integrate them, and later retrieve the stored 
products, is relatively immature and therefore works less efficiently and effec-
tively. Young learners (and beginners in a domain) also have fewer memories 
of previous experiences in similar situations to call upon, or retroactivate. 
Metaphorically, although the learning experience itself may be richly textured, 
by the time it is processed through an immature neural architecture, with a 
less well-developed set of cognitive, cultural, and social-emotional expecta-
tions or schema, it may lose many of its attributes and features, so that the 
representation of the experience (the memory) is impoverished. An adult’s 
more mature neural structures and networks manage to retain many more of 
the features of the original experience. For this reason, for many domains of 
formal learning, young learners generally require more support, relative to 
older learners. At the same time, young learners may be exquisitely sensitive 
to certain kinds of learning, such as what they learn from parents’ emotional 
reactions to their behaviors. 

Cultural differences in long-term memory capacities have been observed, 
such as in several studies that compared the capacity for detailed recall of 
specific events among European Americans, Asians, and Asian Americans 
(Han et al., 1998; Mullen, 1994; Wang, 2004; Wang and Conway, 2004; for a 
review, see Wang and Ross, 2007, but also see Ji et al., 2009, for the opposite 
pattern in an academic context). These researchers have identified differences 
in recall in preschoolers through adults and have suggested several hypoth-
eses to explain them. Among the hypotheses are that cultural traditions and 
differences, such as in the way adults talk with preschoolers about personal 
experiences, may lead learners to attend to different aspects of events they 
experience (e.g., Leichtman et al., 2000; Wang, 2009) or to tend to use per-
sonal memories differently—for example, to guide decisions or to learn moral 
lessons and norms (e.g., Alea and Wang, 2015; Alea et al., 2015; Basso, 1996; 
Kulkofsky et al., 2009; Maki et al., 2015; Nile and Van Bergen, 2015; Wang 
and Conway, 2004). 

This research has not definitively established the existence of or basis for 
cultural differences, and we note the risk of overgeneralizing between-group 
differences. However, it does suggest that the nature and form of memory for 
episodes may be influenced by culture.

Memory for Episodes of Learning

Memory for episodes of new learning is critically important because it al-
lows for rapid, even one-trial, learning and retention of new information (e.g., 
Bauer and Varga, 2015). It is one of the building blocks for cognitive growth 
during development and throughout the life span. One of the most significant 
changes learners experience in the first two decades of life is an increase 

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


80 How PeoPle learn II

BOX 4-2 Helping Children Develop Memory Skills

A few researchers have explored techniques to support memory in 

young children by fostering cognitive activities that increase the depth at 

which information is processed (Coffman et al., 2008). These techniques 

include making strategy suggestions, posing metacognitive questions, and 

structuring instructional activities in particular ways that support elaboration 

and connection to prior knowledge (Coffman et al., 2008). Coffman and 

colleagues studied the use of such techniques in first-grade classrooms 

and found evidence of benefits that lasted beyond the instructional year in 

which they were used, suggesting that the early experiences had produced 

an enduring change in the children’s memory structures (Ornstein et al., 

2010). Another study showed similar results with second-grade students 

(Grammer et al., 2013). Some teachers used an instructional script rich 

in features to help learners remember, while others used an instructional 

script not designed to foster strategies for remembering, as shown in the 

table below. The children who experienced the first type of instruction 

showed significant gains in problem-solving ability that persisted as much 

as 1 month after the intervention. 

in the amount of information they remember. As young learners develop, 
their memories also become more deliberate and strategic and they impose 
increased organization on the material they are learning (e.g., Bjorklund et 
al., 2009). The organizations they use to conceptualize material and to focus 
on different features and processes depend on their development and their 
environment and are therefore deeply cultural and situated. Children become 
increasingly aware of their own and others’ memory processes as they develop 
(i.e., their metamemory improves), which enables them to recruit information-
processing resources to assist with increased memory demands (see Box 4-2).

Though many memories of distinct learning episodes persist even into 
old age, people tend to have increased difficulty in forming memories of new 
episodes as they age. Normal aging is accompanied by a gradual decline in 
episodic memory that begins as early as the twenties and accelerates precipi-
tously after the age of 60 (Salthouse, 2009). This decline is associated with 
degradation in a key aspect of episodic memory: the ability to anchor or bind 
an event to one’s personal past and to a location (e.g., Fandakova et al., 2014; 
Wheeler et al., 1997). This deficit can be manifested in a number of ways. 

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


81Processes ThaT suPPorT Learning

Memory-Relevant Instructional Techniques

Definition Example

Instructional Techniques

Strategy 

Suggestions

Recommending 

that a child adopt a 

method or procedure 

for remembering or 

processing information

“If you are having trouble 

thinking of ways to 

connect the wheel and 

axle, you can look at the 

diagram to help you.”

Metacognitive 

Questions

Requesting that a child 

provide a potential 

strategy, a utilized 

strategy, or a rationale 

for a strategy she has 

indicated using

“How did you figure out 

which pieces you would 

need to build a sturdy 

structure? How did you 

know that would work?”

Instructional Techniques Co-occurring with Deliberate Memory 
Demands

Instructional 

Activities

Requesting information 

from memory and 

the presentation 

of instructional 

information by the 

teacher

“Today we will be 

building our own cars. 

Who knows the first step 

we take when building a 

new structure?”

Cognitive 

Structuring 

Activities

Requesting information 

from memory and 

teacher instruction 

that could impact the 

encoding and retrieval 

of information, such as 

focusing attention or 

organizing material

“All of these modes 

of transportation have 

wheels. What is another 

vehicle that you have 

seen around town that 

also has wheels?”

Metacognition Requesting information 

from memory and the 

provision or solicitation 

of metacognitive 

information

“What kind of gear is 

this? What clue did you 

use to figure that out?”

SOURCE: Grammer et al. (2013, p. 21).

BOX 4-2 Continued
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Older adults are more likely than younger adults to forget where or when an 
event occurred or to erroneously combine elements from different events 
(Spencer and Raz, 1995). Older adults may also be more likely than younger 
adults to bind irrelevant details (Campbell et al., 2010). 

As people grow older, changes in memory consolidation and retrieval 
processes also may affect learning. Aging affects the ability to integrate infor-
mation together as a memory is consolidated. These deficits can emerge even 
while information is still being held within working memory, which suggests 
that the deficits may at least in part reflect a lowered ability to maintain and 
encode the features of an experience into consolidated representations (e.g., 
Mitchell et al., 2000; Peich et al., 2013; van Geldorp et al., 2015). The find-
ing that deficits in older adults’ binding can be reduced when they are given 
strategies that enhance memory consolidation supports this idea (e.g., Craik 
and Rose, 2012; Naveh-Benjamin and Kilb, 2012; Naveh-Benjamin et al., 2007; 
Old and Naveh-Benjamin, 2012). Another possible explanation is that older 
adults have a bias toward pattern completion: the process by which a partial 
or degraded memory cue triggers an individual to use other prior knowledge 
and experiences to reconstitute a complete memory representation (Stark et 
al., 2010). 

Binding and pattern completion are likely to be part of the explanation 
for why older adults are more likely than younger adults to retain the “gist” of 
an event but not its specific details. For instance, after reading a list of associ-
ated words, older adults will be less likely than younger adults to remember 
each individual word presented on the list, but they will be at least as likely 
as younger adults to remember the themes of the list or to falsely remember 
nonpresented words that are thematically associated with the presented words 
(reviewed by Schacter et al., 1997). Similarly, older adults are more likely to 
remember the moral of a story rather than its details (Adams et al., 1990) and 
to report general rather than specific details of past autobiographical events 
(e.g., Schacter et al., 2013). Studies show that declines in the specificity of 
memory likely begin in middle age, with increases in gist-based false memory 
already apparent by the time an adult is in her 50s (Alexander et al., 2015). 

Although these age differences are often framed as deficits, they do not 
always result in declines and can in fact be useful. The shift toward gist-based 
memory with age can lead older adults to be more likely than younger adults 
to remember the “big picture” or important implications (McGinnis et al., 
2008). The shift toward pattern completion also may enable older adults to 
note connections among events and to integrate across experiences, abilities 
that often are considered part of the wisdom that is acquired with age (Baltes 
and Staudinger, 2000). 
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CONCLUSIONS
Executive function and self-regulation are critical processes for supporting 

learning. Both involve sets of processes that are related to success in school. 
Self-regulation involves many complex components, and researchers are 
actively working to understand how these components interact and how to 
support their development.

Memory is an important foundation for most types of learning. People’s 
learning and memory systems give them the ability to use past experiences 
to adapt and solve problems in the present. This ability to use the past by 
retrieving memories when they are needed is reconstructive in nature. It 
is not a process of searching for stored copies of mental representations of 
information and experiences but a set of processes triggered by cues in the 
learner’s environment through which he reconstructs these experiences and 
forges new connections for them. The retrieval cues available in a learner’s 
environment are critical for what she will be able to recall and also play a role 
in the way the learner begins to integrate new information as knowledge.

CONCLUSION 4-1: Successful learning requires coordination of 
multiple cognitive processes that involve different networks in 
the brain. In order to coordinate these processes, an individual 
needs to be able to monitor and regulate his own learning. The 
ability to monitor and regulate learning changes over the life 
span and can be improved through interventions.

CONCLUSION 4-2: Memory is an important foundation for 
most types of learning. Memory involves reconstruction rather 
than retrieval of exact copies of encoded mental representa-
tions. The cues available in a learner’s environment are criti-
cal for what she will be able to recall; they also play a role in 
the way the learner begins to integrate new information as 
knowledge.
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5
Knowledge and Reasoning

This chapter examines the development of knowledge as a primary out-
come of learning and how learning is affected by accumulating knowledge and 
expertise. HPL I1 emphasized these topics as well, but subsequent research 
has refined and extended understandings in a variety of learning domains. 
The first section of this chapter describes the problem of knowledge integra-
tion from the perspective of learning scientists and illustrates with research 
findings how people integrate their knowledge at different points in their 
development and in different learning situations. The second section describes 
what is known about the effects of accumulated knowledge and expertise on 
learning. The second half of the chapter discusses strategies for supporting 
learning. The committee has drawn on both laboratory- and classroom-based 
research for this chapter. 

HPL I noted that the mind works actively to both store and recall infor-
mation by imposing structure on new perceptions and experiences (National 
Research Council, 2000). A central focus of HPL I was how experts structure 
their knowledge of a domain in ways that allow them to readily categorize 
new information and determine its relevance to what they already know. Be-
cause novices lack these frameworks, they have more difficulty assimilating 
and later recalling new information they encounter. This chapter expands on 
these themes from HPL I, citing relevant research reported since that study.

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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BUILDING A KNOWLEDGE BASE
Knowledge integration is a process through which learners put together 

different sorts of information and experiences, identifying and establishing 
relationships and expanding frameworks for connecting them. Learners must 
not only accumulate knowledge from individual episodes of experience but 
also integrate the knowledge they gain across time, location, circumstances, 
and the various formats in which knowledge appears (Esposito and Bauer, 
2017). How knowledge acquired in discrete episodes is integrated has been 
debated for decades (Karmiloff-Smith, 1986, 1990; Mandler, 1988; Nelson, 
1974). Some researchers have suggested that infants are born with foundational 
knowledge that provides the elements necessary for learning and reasoning 
about their experiences (Spelke, 2004; Spelke and Kinzler, 2007) or that in-
fants can build from basic inborn reflexes to actively engage with the world 
and gradually build skills and knowledge (Fischer and Bidell, 2006). Others 
have argued that all knowledge is generated through an individual’s direct 
experience with the world (Greeno et al., 1996; Packer, 1985). 

More recent work suggests that the integration of knowledge is a natural 
byproduct of the formation and consolidation of episodic memories (Bauer, 
2009; Bauer et al., 2012). As described in Chapter 4, when a memory is con-
solidated, the learner associates representations of the elements of the experi-
ence (e.g., sights, sounds, tactile sensations) and these associations serve to 
help stabilize that memory. At the same time, these representations may also 
be linked with older memories from previous experiences that have already 
been stored in long-term memory (Zola and Squire, 2000). The fact that old and 
new memory traces can be integrated shows that these traces are not fixed. 
Instead, elements common to the new and stored memory traces reactivate 
the old memory and, as the new memory is consolidated, the old memory 
may be reconstructed and undergo consolidation again (Nader, 2003). When 
information from either learning episode is later retrieved, elements of both 
memory traces will be reactivated and will be simultaneously available for 
reintegration. As memory traces with common elements are simultaneously 
activated and linked, knowledge is expanded and memories are iteratively 
reworked. Figure 5-1 illustrates how this happens.

These linked traces may then be integrated with additional new informa-
tion that comes to the learner later, and another new memory trace under-
goes consolidation. Interestingly, it is exactly this process of integration of 
information from different episodes that may explain why people are some-
times unable to explain when and where they gained particular knowledge. 
Because the information generated by memory integration was not actually 
experienced as a single event, the information was not tagged with its origin 
(Bauer and Jackson, 2015).

The studies of knowledge acquisition in children and college students 
presented in Box 5-1 illustrate the capacity to integrate unconnected infor-

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


87Knowledge and Reasoning

mation and retain this knowledge starting at a very young age. These studies 
underscore the active role of the learner; that is, even young children do not 
simply accrue knowledge from what they have experienced directly but build 
knowledge from the many things that they have figured out on their own, 
which, over time, they can do with less repetition and external support. 

As discussed in Chapter 2, adequate sleep is important for integration and 
learning. The brain continues the work of encoding and consolidation during 
sleep and facilitates generalizations across learning episodes (Coutanche et al., 
2013; Van Kesteren et al., 2010). Specifically, activation of the hippocampus 
(which plays a key role in memory integration) during sleep seems to allow 
connections between memory traces to be formed across the cortex. This 
process promotes the integration of new information into existing memory 
traces, allows for abstraction across episodes (Lewis and Durant, 2011), and 
leads to the possibility of building novel connections, which may be both 
creative and insightful or may be bizarre (Diekelmann and Born, 2010).

FIGURE 5-1 Depiction of memory integration. 
NOTE: Imagine that while walking in the park you encounter a woman walking her dog (initial 
experience). This experience is connected to a group of neurons that are activated simultaneously 
by it (this neural representation is represented by the blue disc). Later, you encounter the same 
dog while walking in the city, but this time a man is walking the dog (perceptually overlapping 
event). The dog (common element) triggers reactivation of your initial experience in the park. This 
reactivation allows connections of neural representations to be formed regarding the dog, the 
woman, and the man, such that the events are linked across time. This integration of memories 
allows you to create new knowledge. That is, you have learned that there is a relationship 
between the man and the woman, though you have not seen the man and the woman together.
SOURCE: Adapted from Schlichting and Preston (2015, Fig. 1).
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BOX 5-1 Examples of Developmental Differences in the 
Process of Knowledge Acquisition

Children as young as age 4 are able to generate new factual  knowledge 

by integrating separate yet related episodes of new learning, and this 

capacity shows measurable improvement as children age (Bauer and San 

Souci, 2010; Brown et al., 1986; Holyoak et al., 1984). 

Bauer and San Souci (2010) set out to determine whether informa-

tion learned in different episodes became linked in the memory of 4- and 

6-year-olds and if the process for the accumulation of knowledge was the 

same or different for children at these two ages. The children in the study 

listened to a pair of related passages that contained two novel facts that 

could be integrated to generate a third novel fact. One passage included 

the fact that the largest volcano in the world is in Hawaii and the other 

noted that Mauna Loa is the largest volcano in the world. By integrating 

the two, the children could answer where Mauna Loa is located. When 

presented with an open-ended question that could stimulate the integration 

of knowledge (“where is Mauna Loa located?”), two-thirds of the 6-year-

olds were able to correctly answer the questions. Among the 4-year-olds, 

13 percent were able to select the correct answer from a set of choices 

and 62 percent were able to recognize the correct answer. In a control 

condition in which only one of the passages was presented, children did 

not produce the integration facts, which showed that integration and 

self-generation are the source of the new knowledge. The children who 

generated the integrated facts also were likely to recall both of the novel 

facts that were presented to them. 

Further, at the age of 6, children are less dependent on repetition 

and external support to integrate and recall facts from different episodes 

of learning. Possible reasons why the older children had an easier time 

integrating and recalling facts include faster processing speed (Kail and 

Miller, 2006), a larger knowledge base that made the connections more 

obvious (Chi et al., 1989a), and more deliberate use of prior knowledge 

and new information (Bjorklund et al., 2009).

Similar research has shown that young children also retain newly 

self-generated information over time (Bauer and Larkina, 2016; Varga 

and Bauer, 2013). This high level of retention for information that is self-

generated through integration demonstrates its potential as a mechanism 

for rapid accumulation of semantic knowledge at a young age (in the case 

of these studies, demonstrated through knowledge of basic facts such as 

the names of colors) (Bauer and Varga, 2015; see also Varga et al., 2016). 
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A similar study of a college-age population also examined self- 

generation of new factual knowledge through integration of separate yet 

related episodes (Bauer and Jackson, 2015). In this study, the students 

read a large number of true facts they had not previously known and 

were tested on their capacity to integrate knowledge from the informa-

tion presented. For trials in which the correct responses could be derived 

through integration of the facts presented, students selected the correct 

response 56 percent of the time. In contrast, in trials where integration 

of previous facts was not possible (such as in novel word trials), they 

selected the correct response only 27 percent of the time (approximately 

the rate expected by chance).

The researchers also used measurements of scalp-recorded electri-

cal changes in the brain that are associated with the firing of neurons in 

response to a stimulus to examine this process in a separate group of 

college students (Bauer and Jackson, 2015). Again, the students were 

asked to read lists of facts and were tested on their capacity to integrate 

knowledge. The measurements showed that the subjects quickly con-

verted the newly self-generated facts to the status of knowledge that is 

already well known (see Figure 5-1-1). In other words, the newly integrated 

information had become incorporated into the students’ knowledge base.

FIGURE 5-1-1 Mean amplitude of the neural response at the centro-parietal sites 
to well-known, novel, and integration facts during first and second presentation. 
SOURCE: Bauer and Jackson (2015).

BOX 5-1 Continued
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KNOWLEDGE AND EXPERTISE
When people repeatedly engage with similar situations or topics, they 

develop mental representations that connect disparate facts and actions into 
more effective mental structures for acting in the world. For example, when 
people first move to a new neighborhood, they may learn a set of discrete 
routes for traveling between pairwise locations, such as from home to school 
and from home to the grocery store. Over time, people naturally develop a 
mental representation of spatial relationships, or mental map, that stitches 
these discrete routes together. Even if they have never traveled between the 
school and the grocery store, they can figure out the most efficient route by 
consulting their mental map (Thorndyke and Hayes-Roth, 1982). The obser-
vation that experts in a domain have developed frameworks of information 
and understanding through long experiences in a particular area was a central 
focus of HPL I. In this section, we briefly describe some of the benefits of 
expert knowledge (a more detailed discussion of the benefits of expertise 
appears in HPL I) and then discuss the knowledge-related biases that may 
come with expertise.

Benefits of Expertise

One of the most well-documented benefits of the acquisition of knowledge 
is an increase in the speed and accuracy with which people can complete 
recurrent tasks: remembering a solution is faster than problem solving. An-
other benefit is that people who develop expertise can handle increasingly 
complex problems. One way this occurs is that people master substeps, so 
that each substep becomes a chunk of knowledge that does not require at-
tention (e.g., Gobet et al., 2001). People also learn to handle complexity by 
developing mental representations that make specific tasks easier to complete. 
When Hatano and Osawa (1983) studied abacus masters, they found that even 
without an abacus in front of them, the masters had prodigious memories 
for numbers and could carry out addition problems with very large numbers 
because they had developed a mental representation of an abacus, which they 
manipulated virtually. These abacus masters did not show similarly superior 
ability to remember or keep track of letters or fruits—tasks that were not aided 
by manipulating a virtual abacus. 

A third benefit is an increase in the ability to extract relevant information 
from the environment. Experts not only have better-developed knowledge 
representations than novices have but also can perceive more information 
that is relevant to those representations. For example, radiologists are able 
to see telling patterns in an x-ray that appear merely as shadows to a novice 
(Myles-Worsley et al., 1988). The ability to discern more precise information 
complements a more-differentiated mental representation of those  phenomena. 
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An implication of this ability is that students need to learn to see the relevant 
information in the environment to help differentiate concepts, such as the differ-
ence between a positive and a negative curvilinear slope (Kellman et al., 2010).

A fourth benefit of acquiring expert knowledge is that it helps people use 
their environment as a resource. Using what is known as distributed cogni-
tion, people can offload some of the cognitive demands of a task onto their 
environment or other people (Hollan et al., 2000). For instance, a major goal 
of learning is to develop knowledge of where to look for resources and help, 
and this is still important in the digital age. Experts typically know which 
tools are available and who in their network has specialized expertise they 
can call upon. 

Finally, acquiring knowledge helps people gain more knowledge by mak-
ing it easier to learn new and related information. Although some cognitive 
abilities related to learning novel information decline, on average, with age, 
these declines are offset by increases in knowledge accumulated through the 
life span, which empowers new learning. For example, in a study of young 
adults and older adults (in their 70s) who listened to a broadcast of a baseball 
game, the older adults who knew a lot about baseball recalled more of the 
broadcast than the young adults who knew less about baseball. This occurred 
despite the fact that the younger adults had superior executive functioning 
(Hambrick and Engle, 2002).

Bias as a Natural Side Effect of Knowledge

As people’s knowledge develops, their thinking also becomes biased. But 
the biases may be either useful or detrimental to learning. The word “bias” 
often has negative connotations, but bias as understood by psychologists is 
a natural side effect of knowledge acquisition. Learning biases are often im-
plicit and unknown to the individuals who hold them. They appear relatively 
early in knowledge acquisition, as people begin to form schemas (conceptual 
frameworks) for how the world operates and their place within it. These 
schemas help individuals know what to expect and what to attend to in par-
ticular situations (e.g., in a doctor’s office versus at a friend’s party) and help 
them develop a sense of cultural fluency—that is, to know how things work 
“around here” (Mourey et al., 2015).

Psychologists distinguish two types of bias: one is intrinsic to learning and 
primarily useful and empowering to the learner; the second occurs when prior 
experiences or beliefs undermine the acquisition of new knowledge and skills. 

An aphorism from the context of medical diagnosis illustrates the two 
types of bias: “When you hear hoof-beats, think of horses not zebras.” In the 
United States, horses are much more common than zebras so one is much 
more likely to encounter the common “horses” than the rare “zebras.” Of 
course, one should modify assumptions in light of additional evidence: if the 
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large mammal from which the hoof-beats emanate has black and white stripes, 
it is much more likely to be a zebra than a horse. Thus, if one sees a striped 
animal in a zoo but insists that it is a horse and not a zebra, this resistance 
to new information is a strong form of the limiting effects of bias on learn-
ing. A person may fail even to notice the zebra at the zoo because he was so 
strongly expecting to see a horse instead and was attuned to notice only that 
kind of animal. 

Making matters even more complicated, two people who have different 
prior levels of expertise, or different beliefs, might legitimately have differ-
ent interpretations when initially presented with the same information. But 
if sufficient additional information suggests a particular interpretation, they 
should converge on an answer, especially if the higher level of expertise is 
brought to bear.

Beliefs about human-caused global climate change are a good example 
of the biases that blind individuals to new evidence. Despite nearly universal 
consensus among climate scientists that global climate change is taking place 
and that this change is induced by humans’ behavior, a considerable propor-
tion of adults in the United States do not accept these interpretations of the 
evidence. One might expect that higher levels of science literacy would be 
associated with greater agreement with the scientific consensus. However, 
Kahan and colleagues (2012) found that it is among the individuals with the 
highest levels of science literacy that the most stark polarization is apparent. 
Those who only seek out and attend to information consistent with their 
prior beliefs will create an “echo-chamber” that further biases their learning. 
Often this echo-chamber effect is socially reinforced, as individuals prefer 
to discuss the topic in question with others whom they know hold beliefs 
similar to their own. 

Stereotypes perpetuate themselves through learned bias, but not all learn-
ing biases are considered to have negative consequences. For example, some 
positive biases promote well-being and mental health (Taylor and Brown, 
1988), some may promote accuracy in perceptions of other people (Funder, 
1995), and others may be adaptive behaviors—for example, selective atten-
tion and action in situations in which errors have a high cost (Haselton and 
Buss, 2000; Haselton and Funder, 2006). Hahn and Harris (2014) have written 
a useful historical overview of research on bias in human cognition. 

Still other biases refine perception and serve to blur distinctions within 
categories that are not meaningful while highlighting subtle cross-category 
distinctions that may be important. For example, very young infants respond 
equally to phonological contrasts that matter in their language (e.g., “r” and “l” 
if the baby lives in an English-speaking context) and those that do not matter 
(e.g., “r” and “l” in a Japanese-speaking context). Over time, infants lose this 
discriminatory capability. This loss is actually a benefit, reflecting the baby’s 
increasing efficiency in processing his own language context, and is a mark of 
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learning (Kuhl et al., 1992). In the other direction, dermatologists may learn 
from experience and formal training to distinguish subtle features of moles 
and skin growths that signal malignancy, features that to an untrained eye are 
indistinguishable from those of benign growths. 

Biases affect the noncognitive aspects of learning as well. In a variable 
world, highly stable task environments are not guaranteed and so training 
to high efficiency may actually create a mindset that makes new learning 
more difficult, impeding motivation and interest in continuous growth and 
development. For instance, a person who has learned how to organize her 
schedule using a specific tool may be reluctant to learn a new tool because of 
the perception that it will take too much time to learn to use it, even though 
it may be more efficient in the long run. In this example, it is not that the 
person is unable to learn the new tool; rather, her beliefs about the amount 
of effort required affect her motivation and interest in learning. This kind of 
self-attribution, or prior knowledge of oneself, can have a large influence on 
how people approach future learning opportunities, which in turn influences 
what they will learn (Blackwell et al., 2007). 

KNOWLEDGE INTEGRATION AND REASONING 
We have seen that building a knowledge base requires doing three things: 

accumulating information (in part by noticing what matters in a situation and 
is therefore worth attending to); tagging this information as relevant or not; 
and integrating it across separate episodes. These three activities can hap-
pen relatively quickly and automatically, or they can happen slowly through 
deliberate reflection. However, these processes alone are not sufficient for 
integrating and extending knowledge. Learners of all ages know many things 
that were not explicitly taught or directly experienced. They routinely gener-
ate their own novel understanding of the information they are accumulating 
and productively extend their knowledge. 

Inferential Reasoning

Inferential reasoning refers to making logical connections between 
pieces of information in order to organize knowledge for understanding and 
to drawing conclusions through deductive reasoning, inductive reasoning, 
and abductive reasoning (Seel, 2012). Inferential thinking is needed for such 
processes as generalizing, categorizing, and comprehending. The act of read-
ing a text is a good example. To comprehend a text, readers are required to 
make inferences regarding information that is only implied in the text (see, 
e.g., Cain and Oakhill, 1999; Graesser et al., 1994; Paris and Upton, 1976). 
Some types of inferences help readers track the meaning of a text by integrat-
ing different information it supplies, for example by recognizing anaphoric 
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references (words in a text that require the reader to refer back to other ideas 
in the text for their meaning). Other types of inferences allow a reader to fill 
in gaps in the text by recruiting information from beyond it (i.e., background 
knowledge), in order to understand information within the text. Though 
these types of inferences are essential for understanding, they are thought to 
survive in working memory only long enough to aid comprehension (McKoon 
and Ratcliff, 1992). 

Other inferences that learners make survive beyond the bounds of working 
memory and become incorporated into their knowledge base. For example, a 
person who knows both that liquids expand with heat and that thermometers 
contain liquid may integrate these two pieces of information and infer that 
thermometers work because liquid expands as heat increases. In this way, 
the learner generates understanding through a productive extension of prior 
learning episodes. 

Effective problem solving typically requires retrieved knowledge to be 
adapted and transformed to fit new situations; therefore, memory retrieval 
must be coordinated with other cognitive processes. One way to help people 
realize that something they have learned before is relevant to their current task 
is to explicitly give them a hint that it is relevant (Gick and Holyoak, 1980). 
For example, such hints might be embedded in text, provided by a teacher, 
or incorporated into virtual learning platforms. Another strategy for helping 
people realize that they already know something useful is to ask people to 
compare related problems in order to highlight exactly what they have in 
common, increasing the likelihood that they will recall previously acquired 
knowledge with similar properties (Alfieri et al., 2013; Gentner et al., 2009). 

Kolodner et al. (2003) gives the example of an architect trying to build an 
office building with a naturally lit atrium. She realizes that a familiar library’s 
design, which includes an exterior wall of glass, could be reused for the office 
building, but would fit the building’s needs better if translucent glass bricks 
were used instead of a clear, glass pane. This kind of design-based reasoning 
is incorporated into problem-based learning (Hmelo-Silver, 2004) activities. 
Problem-based learning emphasizes that memories are not simply stored to 
allow future reminiscing, but are formed so that they can be used, reshaped, 
and flexibly adapted to serve broad reasoning needs. The goal of problem-based 
learning is to instill in learners flexible knowledge use, effective problem-
solving skills, self-directed learning, collaboration, and intrinsic motivation. 
These goals are in line with several of the goals identified in other contexts 
as important for success in life and work (National Research Council, 2012b). 

Age-Related Changes in Knowledge and Reasoning

People’s learning benefits from a steady increase, over many decades, 
in the accumulation of world knowledge (e.g., Craik and Salthouse, 2008; 
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Hedden and Gabrieli, 2004). This accumulation makes it easier for older 
adults not only to retrieve vocabulary and facts about the world (Cavanagh 
and Blanchard-Fields, 2002) but also to acquire new information in domains 
related to their expertise. For example, physicians acquire medical expertise, 
which enables them to comprehend and remember more information from 
medical texts than novices can (Patel et al., 1986). It is also thought that older 
adults can compensate for declines in some abilities by using their extensive 
world knowledge. For instance, medical experts depend less on working 
memory because they can draw on their expertise to reconstruct only those 
facts from long-term memory that are relevant to a current need (e.g., Patel 
and Groen, 1991). 

The knowledge learners accumulate throughout the life span is the grow-
ing product of the processes of both learning new information from direct 
experience and generating new information based on reasoning and imagin-
ing (Salthouse, 2010). These two cognitive assets together—accumulated 
knowledge and reasoning ability—are particularly relevant to healthy aging. 
Reasoning and knowledge abilities tend to be correlated. That is, people who 
have comparatively higher reasoning capacity are likely to acquire correspond-
ingly more knowledge over the life span than their peers (Ackerman and Beier, 
2006; Beier and Ackerman, 2005). Reasoning ability is a major determinant of 
learning throughout life, and it is through reasoning, especially in contexts 
that allow people to pursue their interests, that people develop knowledge 
throughout their life span (Ackerman, 1996; Cattell, 1987). 

On average, however, the trajectories of reasoning and knowledge 
acquisition are different across the life span. A number of research studies 
have described the general trajectories of age-related changes in ability, us-
ing a variety of measures and research designs (cross-sectional and longitudi-
nal), and have shown a fairly consistent trend in which the development of 
knowledge remains steady as reasoning capacity (the ability to quickly and 
accurately manipulate multiple distinct pieces of factual information to make 
inferences) drops off (Salthouse, 2010). However, there is considerable indi-
vidual variability in the trajectories, which reflect individual health and other 
characteristics, as well as educational and experiential opportunities and even 
social engagement. Yet, even though there is an average decline in inferential 
reasoning capacity through adulthood, there is not a corresponding decline 
in the ability to make good decisions—a more colloquial use of the word 
“reasoning.” In other words, the research does not suggest that the average 
14-year-old reasons better about what to do in a complex or emotional real-
world situation than would an average 50-year-old. Instead, it describes the 
14-year-old’s stronger ability to quickly manipulate multiple distinct pieces of 
factual information to make logical and combinatorial inferences. 

The growth or decline of abilities can be expected to vary not only be-
tween individuals but also within the same person over time (Hertzog et al., 
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2008). Two 50-year-olds may have extremely different cognitive profiles, such 
that one may generally have the same ability profile as an average 30-year-old 
and the other may more closely resemble an average 70-year-old. Within the 
same person, abilities will decline or grow at varying rates as a function of 
that individual’s continuing use of some skills and intellectual development 
in particular domains; losses and declines are associated with disuse of other 
skills. (Factors that influence cognitive aging are discussed in Chapter 9.) As 
mentioned, new learning depends on both reasoning ability and knowledge ac-
quisition (Ackerman and Beier, 2006; Beier and Ackerman, 2005). Even though 
reasoning abilities decline with age, knowledge accumulated throughout the 
life span facilitates new learning, as long as the information to be learned is 
aligned with existing domain knowledge. When people select environments 
for education, work, and hobbies that capitalize on their already-established 
knowledge and skills as they age, their selectivity allows them to capitalize 
on their repertoire of knowledge and expertise for learning new information 
(Baltes and Baltes, 1990).

Cognitive abilities change throughout the life span in a variety of ways that 
may affect a person’s ability to learn new things (see Hartshorne and Germine, 
2015, for discussion). For instance, as people age, learning may rely more on 
knowledge and less on reasoning and quick manipulation of factual informa-
tion. However, examining peoples’ cognitive abilities and learning becomes 
increasingly complex as people develop past the age of formal education. One 
reason is that the ways in which people learn become increasingly idiosyn-
cratic outside of a standardized educational curriculum, and understanding 
this process requires assessing knowledge gained through a wide variety of 
adult experiences that different individuals amass over a lifetime (Lubinski, 
2000). The unique complexities of adult learning and development are dis-
cussed in Chapter 8.

Effects of Culture on Reasoning

As described in Chapter 2, learning is inherently cultural, given that a 
person’s experiences in a culture affect biological processes that support 
learning, perception, and cognition. In the area of reasoning, for example, 
researchers have explored fundamental differences in peoples’ reasoning about 
three basic domains of life: physical events (naïve physics), biological events 
(naïve biology), and social or psychological events (naïve psychology) (see 
e.g., Carey, 1985, 2009; Goswami, 2002; Hirschfeld and Gelman, 1994; Spelke 
and Kinzler, 2007; also see Ojalehto and Medin, 2015c, for a review). These 
distinctions are compelling in the sense that each reflects a set of intuitive 
principles and inferences. That is, each domain is defined by entities having 
the same kind of causal properties. These might be marked, for example, by 
the way they move: physical entities are set into motion by external forces, 
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while biological entities may propel themselves. These domains are important 
for understanding cognition because researchers have suggested that whereas 
the perception of physical causality is universal, causal reasoning in the bio-
logical and psychological domains is culturally variable.

Two studies illustrate ways to examine these issues. Morris and Peng 
(1994) presented two types of animated displays to American and Chinese 
participants. One set of displays depicted physical interactions (of geometri-
cal shapes), whereas the other set depicted social interactions (among fish). 
The participants’ answers to questions about what they had seen suggested 
differences in attention to internal and external causes across the groups, but 
those differences depended on the domain (social or physical). The authors 
concluded that attribution of causality in the social domain is susceptible to 
cultural influences but that causality in the physical domain is not.

Beller and colleagues (2009) asked German, Chinese, and Tongan par-
ticipants to indicate which entity they regarded as causally most relevant for 
statements such as “The fact that wood floats on water is basically due to . . . ”. 
Ratings varied by the cultural background of respondents and also by the phe-
nomena participants were considering. In general, the German and Chinese 
participants, but not the Tongan participants, considered a carrier’s capabil-
ity for buoyancy only when the floater was a solid object, such as wood, but 
not when it was a fluid, such as oil (Beller et al., 2009; see also Bender et al., 
2017). This is an area of research that has barely been explored, but results 
to date suggest that the perception of physical causality may in fact not be 
universal and may be learned in culturally mediated ways.

STRATEGIES TO SUPPORT LEARNING
People are naturally interested in strengthening their ability to acquire and 

retain knowledge and in ways to improve learning performance. Researchers 
have explored a variety of strategies to support learning and memory. They 
have identified several principles for structuring practice and engaging with 
information to be learned to improve memory, to make sense of new informa-
tion, and to develop new knowledge. 

Several scholars have looked across the research on the effectiveness 
of specific strategies for supporting learning (Benassi et al., 2014; Dunlosky 
et al., 2013; Pashler et al., 2007). The authors of these three studies looked 
for strategies that (1) have been examined in several studies, using authen-
tic educational materials in classroom settings; (2) show effects that can be 
generalized across learner characteristics and types of materials; (3) promote 
learning that is long-lasting; and (4) support comprehension, knowledge ap-
plication, and problem solving in addition to recall of factual material. These 
three analyses identified five learning strategies as promising:
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1. retrieval practice;
2. spaced practice;
3. interleaved and varied practice;
4. summarizing and drawing; and
5. explanations: elaborative interrogation, self-explanation, and teaching.

Strategies for Knowledge Retention

The first three strategies are ways of structuring practice that are particu-
larly useful for increasing knowledge retention.

Retrieval Practice

Some evidence shows that the act of retrieval itself enhances learning 
and that when learners practice retrieval during an initial learning activity, 
their ability to retrieve and use knowledge again in the future is enhanced 
(Karpicke, 2016; Roediger and Karpicke, 2006b). The benefits of retrieval 
practice in general have been shown to generalize across individual differences 
in learners, variations in materials, and different assessments of learning. For 
example, researchers have found effects across learner characteristics in chil-
dren (Lipko-Speed et al., 2014; Marsh et al., 2012). Studies have also suggested 
that retrieval practice can be a useful memory remediation method among 
older adults (Balota et al., 2006; Meyer and Logan, 2013; also see Dunlosky 
et al., 2013, for a review of effective learning techniques). However, most of 
this research has addressed retrieval of relatively simple information (e.g., 
vocabulary), rather than deep understanding. 

Research has also demonstrated the effects of retrieval practice on recall of 
texts and other information related to school subjects. For example, Roediger 
and Karpicke (2006a) had students read brief educational texts and practice 
recalling them. Students in one condition read the texts four times; students in 
a second group read three times and recalled the texts once by writing down as 
much as they could remember; and students in a third group read the material 
once and then recalled it during three retrieval practice periods. On a final test 
given 1 week after the initial learning session, students who practiced retrieval 
one time recalled more of the material than students who only read the texts, 
and the students who repeatedly retrieved the material performed the best. 
The results suggest that actively retrieving the material soon after studying it is 
more productive than spending the same amount of time repeatedly reading. 

Attempting retrieval but failing has also been shown to promote learn-
ing. Failed retrievals provide feedback signals to learners, signaling that they 
may not know the information well and should adjust how they encode the 
 material the next time they study it (Pyc and Rawson, 2010). The act of failing 
to retrieve may thus enhance subsequent encoding (Kornell, 2014).
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Such studies suggest that self-testing can be an effective way for students 
to practice retrieval. However, evidence from surveys of students’ learning 
strategies and from experiments in which learners are given control over 
when and how often they can test themselves suggests that students may not 
test themselves often or effectively enough (Karpicke et al., 2009; Kornell 
and Son, 2009). Many students do not engage in self-testing at all, and when 
students do test themselves, they often do so as a “knowledge check” to see 
whether they can or cannot remember what they are learning. While this is 
an important use of self-testing, few learners self-test because they view the 
act of retrieval as part of the process of learning. Instead, they are likely to 
retrieve something once and then, believing they have learned it for the long 
term, drop the item from further practice. 

Spaced Practice

Researchers who have compared spaced and massed practice have shown 
that the way that learners schedule practice can have an impact on learning 
(Carpenter et al., 2012; Kang, 2016). Massed practice concentrates all of the 
practice sessions in a short period of time (such as cramming for a test), whereas 
spaced practice distributes learning events over longer periods of time. Results 
show greater effects for spacing than for massed practice across learning materi-
als (e.g., vocabulary learning, grammatical rules, history facts, pictures, motor 
skills) (Carpenter et al., 2012; Dempster, 1996), stimulus formats (e.g., audio-
visual, text) (Janiszewski et al., 2003), and for both intentional and incidental 
learning (Challis, 1993; Toppino et al., 2002). Studies have shown benefits of 
spaced practice for learners of ages 4 through 76 (Balota et al., 1989; Rea and 
Modigliani, 1987; Simone et al., 2012;  Toppino, 1991). Cepeda and colleagues 
(2006) found that spaced practice led to greater recall than massed practice 
regardless of the size of the lag between practice and recall. 

There are many possible reasons why spaced practice might be more ef-
fective than massed practice. When an item, concept, or procedure is repeated 
after a spaced interval, learners have to fully engage in the mental operations 
they performed the first time because of forgetting that has occurred. But when 
repetitions are immediate and massed together, learners do not fully engage 
during repetitions. In the case of reading, one possible reason why massed 
re-readings do not promote learning is that when people reread immediately, 
they do not attend to the most informative and meaningful portions of the 
material during the second reading, as illustrated by Dunlosky and Rawson 
(2005) in a study of self-paced reading.

A few researchers have attempted to identify the spacing intervals that 
promote the most memory—a “sweet spot” where spaced practice confers 
benefits before too much forgetting has occurred (Cepeda et al., 2008; Pavlik 
and Anderson, 2008). For example, a study of vocabulary learning among fifth 
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graders suggested that a 2-week interval showed the best results (Sobel et al., 
2011). Another classroom-based study of spacing effects focused on first-grade 
children learning to associate letters and sounds during phonics instruction 
(Seabrook et al., 2005). The children who received spaced practice during the 
2-week period significantly outperformed the children who received a single 
massed practice session each day. 

In general, the literature on spaced practice suggests that separating 
learning episodes by at least 1 day, rather than focusing the learning into a 
single session, maximizes long-term retention of the material. However, it is 
important to note that wider spacing is not necessarily always better. The 
optimal distribution of learning sessions depends at least in part on how long 
the material needs to be retained in memory (i.e., when the material will be 
recalled or tested). For example, if the learner will be tested 1 month or more 
after the last learning session, then the learning should be distributed over 
weeks or months. 

Interleaved and Variable Practice

The way information is presented can significantly affect both what is 
learned (Schyns et al., 1998) and how well it is learned (Goldstone, 1996). 
Variable learning generally refers to practicing skills in different ways, while 
interleaving refers to mixing in different activities. Varying or interleaving 
different skills, activities, or problems within a learning session—as opposed 
to focusing on one skill, activity, or problem throughout (called blocked 
learning)—may better promote learning. Both strategies may also involve 
spaced practice, and both also present learners with a variety of useful chal-
lenges, or “desirable difficulties.” Researchers have identified potential benefits 
of variable and interleaved practice learning, but they have also found a few 
benefits for blocked practice. 

Several studies have shown benefits for blocking, at least for category 
learning (Carpenter and Mueller, 2013; Goldstone, 1996; Higgins and Ross, 
2011). Moreover, when given the option, a majority of learners preferred to 
block their study (Carvalho et al., 2014; Tauber et al., 2013). Interleaving can 
boost learning of the structure of categories; that is, learning that some ob-
jects or ideas belong to the same category and others do not (Birnbaum et al., 
2013; Carvalho and Goldstone, 2014a, 2014b; Kornell and Bjork; 2008). Other 
researchers have examined interleaved practice in mathematical problem-
solving domains (Rohrer, 2012; Rohrer et al., 2015). 

Carvalho and Goldstone (2014a) found that the effectiveness of the presen-
tation methods (interleaved or blocked) depended on whether the participant 
engaged in active or passive study. They also found that interleaving concepts 
improved students’ capacity to discriminate among different categories, while 
blocked practice emphasized similarities within each category. These results 
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suggest that interleaved study improves learning of highly similar categories 
(by facilitating between-category comparisons), whereas blocked study im-
proves learning of low-similarity categories (by facilitating within-category 
comparisons). 

Interleaved study naturally includes delays between learning blocks and 
thus easily allows for spaced practice, which has the potential benefits for 
long-term memory discussed above. However, it may be beneficial because it 
helps learners to make comparisons among categories, not because it allows 
time to elapse between learning blocks (Carvalho and Goldstone, 2014b). The 
mechanisms that underlie the benefits of either interleaved or blocked study 
(e.g, possible effects on attentional processes) are ongoing topics of research. 
As with other strategies, the optimal way to present material—interleaved or 
blocked—and the mechanisms most heavily involved will likely depend on 
the nature of the study task. 

Strategies for Understanding and Integration 

The other two strategies for which there is strong evidence— summarizing 
and drawing and developing explanations—draw on inferential processes that 
research shows to be effective for organizing and integrating information for 
learning. 

Summarizing and Drawing

Summarizing and drawing are two common strategies for elaborating on 
what has been learned. To summarize is to create a verbal description that 
distills the most important information from a set of materials. Similarly, when 
learners create drawings, they use graphic strategies to portray important 
concepts and relationships. In both activities, learners must take the material 
they are learning and transform it into a different representation. There are 
differences between them, but both activities involve identifying important 
terms and concepts, organizing the information, and using prior knowledge 
to create verbal or pictorial representations. 

Both summarization and drawing have been shown to benefit learning in 
school-age children (Gobert and Clement, 1999; Van Meter, 2001; Van Meter 
and Garner, 2005). Literature reviews by Dunlosky and colleagues (2013) 
and Fiorella and Mayer (2015a, 2015b) have identified factors that appear to 
contribute to the effectiveness of summarization and drawing activities. 

A few studies have suggested that the quality of students’ summaries and 
drawings is directly related to how much they learn from the activities and that 
learners do these activities more effectively when they are trained and guided 
(Bednall and Kehoe, 2011; Brown et al., 1983; Schmeck et al., 2014). For 
example, the effectiveness of drawing activities is enhanced when learners 
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compare their drawings to author-generated pictures (Van Meter et al., 2006). 
Similarly, providing learners with a list of relevant elements to be included in 
drawings and partial drawings helps learners create more complete drawings 
and bolsters learning (Schwamborn et al., 2010). 

A group of researchers compared summarization and drawing and sug-
gested that their effectiveness depends on the nature of the learning materials. 
For example, Leopold and Leutner (2012) asked high school students who 
were studying a science text about water molecules, which contained descrip-
tions of several spatial relations, to either draw diagrams, write a summary 
of the text, or to re-read the text (the control condition). Those who created 
drawings performed better on a comprehension test than those who re-read 
the texts. However, those who created written summaries performed worse 
than those who re-read. The authors concluded that the drawing was more 
effective in this case because the learning involved spatial relations.

Note-taking, either writing by hand or typing on a laptop, is a form of sum-
marizing that has also been studied. For example, Mueller and  Oppenheimer 
(2014) found that students who hand-wrote notes learn more than those who 
typed notes using a laptop computer. The researchers asked students to take 
notes in these two ways and then tested their recall of factual details, con-
ceptual understanding, and ability to synthesize and generalize the informa-
tion. They found that students who typed took more voluminous notes than 
those who wrote by hand, but the hand-writers had a stronger conceptual 
understanding of the material and were more successful in applying and inte-
grating the material than the typers. The researchers suggested that because 
writing notes by hand is slower, students doing this cannot take notes verba-
tim but must listen, digest, and summarize the material, capturing the main 
points. Students who type notes can do so quickly and without processing 
the information.

Mueller and Oppenheimer (2014) also examined the contents of notes 
taken by college students in these two ways across a number of disciplines. 
They found that the typed notes—which were closer to verbatim transcrip-
tions—were associated with lower retention of the lecture material. Even 
when study participants using laptops were instructed to think about the 
information and type the notes in their own words, they were no better at 
synthesizing material than students who were not given the warning. The 
authors concluded that typing notes does not promote understanding or ap-
plication of the information; they suggested that notes in the students’ own 
words and handwriting may serve as more effective memory prompts by 
recreating context (e.g., thought processes, conclusions) and content from 
the original lecture.
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Developing Explanations

Encouraging learners to create explanations of what they are learning 
is a promising method of supporting understanding. Three techniques for 
doing this have been studied: elaborative interrogation, self-explanation, and 
teaching. 

Elaborative interrogation is a strategy in which learners are asked, or 
are prompted to ask themselves, questions that invite deep reasoning, such as 
why, how, what-if, and what-if not (as opposed to shallow questions such as 
who, what, when, and where) (Gholson et al., 2009). A curious student who 
applies intelligent elaborative interrogation asks deep-reasoning questions as 
she strives to comprehend difficult material and solve problems. However, 
elaborative interrogation does not come naturally to most children and adults; 
training people to use this skill—and particularly training in asking deep 
questions—has been shown to have a positive impact on comprehension, 
learning, and memory (Gholson et al., 2009; Graesser and Lehman, 2012; 
Graesser and Olde, 2003; Rosenshine et al., 1996). For example, in an early 
study, people were asked either to provide “why” explanations for several 
unrelated sentences or to read and study the sentences. Both groups were 
then tested on their memory of the sentences. Those who asked questions 
performed better than the group that just studied the sentences (Pressley et 
al., 1987). Studies with children have also shown benefits of elaborative inter-
rogation (Woloshyn et al., 1994), and the benefits of elaborative interrogation 
can persist over time (e.g., 1 or 2 weeks after learning), though few studies 
have examined effects of elaborative interrogation on long-term retention. 

Most studies conducted by researchers in experimental psychology have 
used isolated facts as materials in studying the effects of elaboration and have 
assessed verbatim retention, but researchers in educational psychology have 
also looked at more complex text content and assessed inference making 
(Dornisch and Sperling, 2006; Ozgungor and Guthrie, 2004). For example, 
McDaniel and Donnelly (1996) asked college students to study short descrip-
tions of physics concepts, such as the conservation of angular momentum, 
and then answer a why question about the concept (e.g., “Why does an object 
speed up as its radius get smaller, as in conservation of angular momentum?”). 
A final assessment involved both factual questions and inference questions 
that tapped into deeper levels of comprehension. The authors found benefits 
of elaborative interrogation for complex materials and assessments and also 
found that those who engaged in elaborative interrogation outperformed 
learners who produced labeled diagrams of the concepts in each brief text. 

Self-explanation is a strategy in which learners produce explanations of 
material or of their thought processes while they are reading, answering ques-
tions, or solving problems. In the most general case, learners may simply be 
asked to explain each step they take as they solve a problem (Chi et al., 1989b; 
McNamara, 2004) or explain a text sentence-by-sentence as they read it (Chi 
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et al., 1994). Self-explanation involves more open-ended prompts than the 
specific “why” questions used in elaborative interrogation, but both strategies 
encourage learners to elaborate on the material by generating explanations. 
Other examples of this work include self-explanations of physics.

An early study of self-explanation was carried out by Chi and colleagues 
(1994). Eighth-grade students learned about the circulatory system by read-
ing an expository text. While one group just read the text, a second group of 
students produced explanations for each sentence in the text. The students 
who self-explained showed larger gains in comprehension of concepts in the 
text. A subsequent study showed similar results (Wylie and Chi, 2014). Self-
explanation has now been explored in a wide range of contexts, including 
comprehension of science texts in a classroom setting (McNamara, 2004), 
learning of chess moves (de Bruin et al., 2007), learning of mathematics con-
cepts (Rittle-Johnson, 2006), and learning from worked examples on problems 
that require reasoning (Nokes-Malach et al., 2013). Self-explanation prompts 
have been included in intelligent tutoring systems (Aleven and Koedinger, 
2002) and systems with game components (Jackson and McNamara, 2013; 
Mayer and Johnson, 2010). However, relatively few studies have examined 
the effects of self-explanation on long-term retention or explored the question 
of how much self-explanation is needed to produce notable results (Jackson 
and McNamara, 2013). 

A few studies have explored the relationship between self-explanation 
and prior knowledge in learning (Williams and Lombrozo, 2013). For example, 
 Ionas and colleagues (2012) investigated whether self-explanation was benefi-
cial to college students who were asked to do chemistry problems. They found 
that prior knowledge moderated the effectiveness of self-explanation and that 
the more prior knowledge of chemistry the students reported having, the more 
self-explanation appeared to help them learn. Moreover, for students who had 
just a little prior knowledge, using self-explanation seemed to impede rather 
than support performance. The researchers suggested that learners search for 
concepts or processes in their prior knowledge to make sense of new material; 
when the prior knowledge is weak, the entire process fails. They concluded 
that educators should thoroughly assess the learners’ prior knowledge and 
use other cognitive support tools and methods during the early stages of the 
learning process, as learners strengthen their knowledge base. 

Finally, teaching others can be an effective learning experience. When 
learners prepare to teach they must construct explanations, just as they do in 
elaborative interrogation and self-explanation activities. However, elaborative 
interrogation and self-explanation both require that the learner receive fairly 
specific prompts, whereas the act of preparing to teach can be more open-
ended. Teaching others is often an excellent opportunity to hone one’s own 
knowledge (Biswas et al., 2005; Palincsar and Brown, 1984), and learners 
in this kind of interaction are likely to feel empowered and responsible in a 
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way that they do not feel when they are the passive recipients of knowledge 
(Scardamalia and Bereiter, 1993). Peers may be able to express themselves 
to each other in ways that are particularly relevant, immediate, and informa-
tive. Although peer learning and teaching are often quite effective, teachers 
and instructors typically come closer to injunctive norms and provide better 
models to observe. 

A foundational study of the effects of teaching on learning by Bargh and 
Schul (1980) has served as a template for subsequent studies. Bargh and Schul 
asked participants to study a set of materials and either prepare to teach the 
material to a peer or simply study it for an upcoming test. Both groups were 
tested on the material without teaching it; only the expectation to teach had 
been manipulated. Students who prepared to teach others performed better 
on the assessment than students who simply read and studied the material. 
Effects of preparing to teach have been replicated in studies since Bargh and 
Schul’s foundational work (e.g., Fiorella and Mayer, 2014). 

The benefits of teaching are evident in other contexts. For example, 
research on tutoring has shown that while students certainly learn by being 
tutored, the tutors themselves learn from the experience (see Roscoe and Chi, 
2007). Reciprocal teaching is another strategy, used primarily in improving 
students’ reading comprehension (Palincsar, 2013; Palincsar and Brown, 1984). 
In reciprocal teaching, students learn by taking turns teaching material to 
each other. The students are given guidance: training in four strategies to help 
them recognize and react to signs of comprehension breakdown (questioning, 
clarifying, summarizing, and predicting) (Palincsar, 2013). 

The research suggests several possible reasons why teaching may benefit 
learners. Preparing to teach requires elaborative processing because learners 
need to generate, organize, and integrate knowledge. Also, as mentioned, the 
explanations that people create may promote learning in the same way that 
elaborative interrogation and self-explanations promote learning. The process 
of explaining to others is active and generative, and it encourages learners to 
focus on deeper questions and levels of comprehension. Explaining in a teach-
ing context also involves retrieval practice, as the teacher actively engages 
in retrieving knowledge in order to explain instructional content and answer 
questions. Although researchers have documented benefits of explanation, 
there are cautions to bear in mind. For example, a few researchers in this 
area have noted that in developing explanations learners may tend to make 
broad generalizations at the expense of significant specifics (Lombrozo, 2012; 
Williams and Lombrozo, 2010; Williams et al., 2013). Children tend to prefer 
a single explanation for two different phenomena (e.g., a toy that both lights 
up and spins), even when there are two independent causes (Bonawitz and 
Lombrozo, 2012). Likewise, when diagnosing diseases based on observable 
symptoms, adults tend to attribute the two symptoms to a single disease, even 
when it is more likely that there are two separate diseases (Lombrozo, 2007; 
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Pacer and Lombrozo, 2017). The tendency to prefer simple, broad explanations 
over more complex ones may affect what people learn and the inferences they 
draw. For each of the different types of explanation strategies, researchers 
have noted reasons for educators to plan carefully when and how they can 
be used most effectively.

CONCLUSIONS
Learners identify and establish relationships among pieces of informa-

tion and develop increasingly complex structures for using and categorizing 
what they have learned. Accumulating bodies of knowledge, structuring that 
knowledge, and developing the capacity to reason about the knowledge one 
has are key cognitive assets throughout the life span. 

Strategies for supporting learning include those that focus on retention and 
retrieval of knowledge as well as those that support development of deeper 
and more sophisticated understanding of what is learned. The strategies that 
have shown promise for promoting learning help learners to develop the 
mental models they need to retain knowledge so they can use it adaptively 
and flexibly in making inferences and solving new problems. 

CONCLUSION 5-1: Prior knowledge can reduce the attentional 
demands associated with engaging in well-learned activities, 
and it can facilitate new learning. However, prior knowledge 
can also lead to bias by causing people to not attend to new 
information and to rely on existing schema to solve new 
problems. These biases can be overcome but only through 
conscious effort.

CONCLUSION 5-2: Learners routinely generate their own 
novel understanding of the information they are accumulating 
and productively extend their knowledge by making logical 
connections between pieces of information. This capacity to 
generate novel understanding allows learners to use their 
knowledge to generalize, categorize, and solve problems.

CONCLUSION 5-3: The learning strategies for which there is 
evidence of effectiveness include ways to help students retrieve 
information and encourage them to summarize and explain 
material they are learning, as well as ways to space and struc-
ture the presentation of material. Effective strategies to create 
organized and distinctive knowledge structures encourage 
learners to go beyond the explicit material by elaborating 
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and to enrich their mental representation of information by 
calling up and applying it in various contexts. 

CONCLUSION 5-4: The effectiveness of learning strategies is 
influenced by such contextual factors as the learner’s existing 
skills and prior knowledge, the nature of the material, and 
the goals for learning. Applying these approaches effectively 
therefore requires careful thought about how their specific 
mechanisms could be beneficial for particular learners, set-
tings, and learning objectives. 
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6
Motivation to Learn

Motivation is a condition that activates and sustains behavior toward a goal. 
It is critical to learning and achievement across the life span in both informal 
settings and formal learning environments. For example, children who are 
motivated tend to be engaged, persist longer, have better learning outcomes, 
and perform better than other children on standardized achievement tests 
(Pintrich, 2003). Motivation is distinguishable from general cognitive func-
tioning and helps to explain gains in achievement independent of scores on 
intelligence tests (Murayama et al., 2013). It is also distinguishable from states 
related to it, such as engagement, interest, goal orientation, grit, and tenacity, 
all of which have different antecedents and different implications for learning 
and achievement (Järvelä and Renninger, 2014). 

HPL I1 emphasized some key findings from decades of research on mo-
tivation to learn: 

•	 	People are motivated to develop competence and solve problems by 
rewards and punishments but often have intrinsic reasons for learning 
that may be more powerful. 

•	 	Learners tend to persist in learning when they face a manageable chal-
lenge (neither too easy nor too frustrating) and when they see the value 
and utility of what they are learning.

•	 	Children and adults who focus mainly on their own performance 
(such as on gaining recognition or avoiding negative judgments) are 

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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less likely to seek challenges and persist than those who focus on 
learning itself.

•	 	Learners who focus on learning rather than performance or who have 
intrinsic motivation to learn tend to set goals for themselves and regard 
increasing their competence to be a goal. 

•	 	Teachers can be effective in encouraging students to focus on learning 
instead of performance, helping them to develop a learning orientation.

In this chapter, we provide updates and additional elaboration on re-
search in this area. We begin by describing some of the primary theoretical 
perspectives that have shaped this research, but our focus is on four primary 
influences on people’s motivation to learn. We explore research on people’s 
own beliefs and values, intrinsic motivation, the role of learning goals, and 
social and cultural factors that affect motivation to learn. We then examine 
research on interventions and approaches to instructional design that may 
influence motivation to learn, and we close with our conclusions about the 
implications of this research. 

The research we discuss includes both laboratory and field research from 
multiple disciplines, such as developmental psychology, social psychology, 
education, and cognitive psychology. 

THEORETICAL PERSPECTIVES
Research on motivation has been strongly driven by theories that overlap 

and contain similar concepts. A comprehensive review of this literature is 
beyond the scope of this report, but we highlight a few key points. Behavior-
based theories of learning, which conceptualized motivation in terms of 
habits, drives, incentives, and reinforcement schedules, were popular through 
the mid-20th century. In these approaches, learners were assumed to be pas-
sive in the learning process and research focused mainly on individual differ-
ences between people (e.g., cognitive abilities, drive for achievement). These 
differences were presumed to be fixed and to dictate learners’ responses to 
features in the learning environment (method of instruction, incentives, and 
so on) and their motivation and performance. 

Current researchers regard many of these factors as important but have 
also come to focus on learners as active participants in learning and to pay 
greater attention to how learners make sense of and choose to engage with 
their learning environments. Cognitive theories, for example, have focused 
on how learners set goals for learning and achievement and how they main-
tain and monitor their progress toward those goals. They also consider how 
physical aspects of the learning environment, such as classroom structures 
(Ames, 1986) and social interactions (e.g., Gehlbach et al., 2016), affect learn-
ing through their impacts on students’ goals, beliefs, affect, and actions. 
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Motivation is also increasingly viewed as an emergent phenomenon, 
meaning it can develop over time and change as a result of one’s experiences 
with learning and other circumstances. Research suggests, for example, that 
aspects of the learning environment can both trigger and sustain a student’s 
curiosity and interest in ways that support motivation and learning (Hidi and 
Renninger, 2006). 

A key factor in motivation is an individual’s mindset: the set of assump-
tions, values, and beliefs about oneself and the world that influence how one 
perceives, interprets, and acts upon one’s environment (Dweck, 1999). For 
example, a person’s view as to whether intelligence is fixed or malleable is 
likely to link to his views of the malleability of his own abilities (Hong and 
Lin-Siegler, 2012). As we discuss below, learners who have a fixed view of 
intelligence tend to set demonstrating competence as a learning goal, whereas 
learners who have an incremental theory of intelligence tend to set mastery 
as a goal and to place greater value on effort. Mindsets develop over time as a 
function of learning experiences and cultural influences. Research related to 
mindsets has focused on patterns in how learners construe goals and make 
choices about how to direct attention and effort. Some evidence suggests that 
it is possible to change students’ self-attributions so that they adopt a growth 
mindset, which in turn improves their academic performance (Blackwell et 
al., 2007). 

Researchers have also tried to integrate the many concepts that have been 
introduced to explain this complex aspect of learning in order to formulate 
a more comprehensive understanding of motivational processes and their ef-
fects on learning. For example, researchers who study psychological aspects 
of motivation take a motivational systems perspective, viewing motivation 
as a set of psychological mechanisms and processes, such as those related 
to setting goals, engagement in learning, and use of self-regulatory strategies 
(Kanfer, 2015; Linnenbrink-Garcia and Patall, 2016; Yeager and Walton, 2011). 

LEARNERS’ BELIEFS AND VALUES
Learners’ ideas about their own competence, their values, and the pre-

existing interests they bring to a particular learning situation all influence 
motivation. 

Self-Efficacy

When learners expect to succeed, they are more likely to put forth the 
effort and persistence needed to perform well. Self-efficacy theory (Bandura, 
1977), which is incorporated into several models of motivation and learning, 
posits that the perceptions learners have about their competency or capabilities 
are critical to accomplishing a task or attaining other goals (Bandura, 1977). 
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According to self-efficacy theory, learning develops from multiple sources, 
including perceptions of one’s past performance, vicarious experiences, 
performance feedback, affective/physiological states, and social influences. 
Research on how to improve self-efficacy for learning has shown the benefits 
of several strategies for strengthening students’ sense of their competence 
for learning, including setting appropriate goals and breaking down difficult 
goals into subgoals (Bandura and Schunk, 1981) and providing students with 
information about their progress, which allows them to attribute success to 
their own effort (Schunk and Cox, 1986). A sense of competence may also 
foster interest and motivation, particularly when students are given the op-
portunity to make choices about their learning activities (Patall et al., 2014). 

Another important aspect of self-attribution involves beliefs about whether 
one belongs in a particular learning situation. People who come from back-
grounds where college attendance is not the norm may question whether they 
belong in college despite having been admitted. Students may misinterpret 
short-term failure as reflecting that they do not belong, when in fact short-term 
failure is common among all college students. These students experience a 
form of stereotype threat, where prevailing cultural stereotypes about their 
position in the world cause them to doubt themselves and perform more 
poorly (Steele and Aronson, 1995). 

A recent study examined interventions designed to boost the sense of 
belonging among African American college freshmen (Walton and Cohen, 
2011). The researchers compared students who did and did not encounter 
survey results ostensibly collected from more senior college students, which 
indicated that most senior students had worried about whether they belonged 
during their first year of college but had become more confident over time. 
The students who completed the activity made significant academic gains, 
and the researchers concluded that even brief interventions can help people 
overcome the bias of prior knowledge by challenging that knowledge and 
supporting a new perspective. 

Another approach to overcoming the bias of knowledge is to use strategies 
that can prevent some of the undesirable consequences of holding negative 
perspectives. One such strategy is to support learners in trying out multiple 
ideas before settling on the final idea. In one study, for example, researchers 
asked college students either to design a Web page advertisement for an online 
journal and then refine it several times or to create several separate ones (Dow 
et al., 2010). The researchers posted the advertisements and assessed their 
effectiveness both by counting how many clicks each generated and by ask-
ing experts in Web graphics to rate them. The authors found that the designs 
developed separately were more effective and concluded that when students 
refined their initial designs, they were trapped by their initial decisions. The 
students who developed separate advertisements explored the possibilities 
more thoroughly and had more ideas to choose from. 
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Values

Learners may not engage in a task or persist with learning long enough 
to achieve their goals unless they value the learning activities and goals. 
Expectancy-value theories have drawn attention to how learners choose goals 
depending on their beliefs about both their ability to accomplish a task and 
the value of that task. The concept of value encompasses learners’ judgments 
about (1) whether a topic or task is useful for achieving learning or life goals, 
(2) the importance of a topic or task to the learner’s identity or sense of self, 
(3) whether a task is enjoyable or interesting, and (4) whether a task is worth 
pursuing (Eccles et al., 1983; Wigfield and Eccles, 2000). 

Research with learners of various ages supports the idea that those who 
expect to succeed at a task exert more effort and have higher levels of per-
formance (Eccles and Wigfield, 2002). However, some studies have suggested 
that task valuation seems to be the strongest predictor of behaviors associated 
with motivation, such as choosing topics and making decisions about partici-
pation in training (Linnenbrink-Garcia et al., 2008). Such research illustrates 
one of the keys to expectancy-value theory: the idea that expectancy and 
value dimensions work together. For example, a less-than-skilled reader may 
nevertheless approach a difficult reading task with strong motivation to per-
sist in the task if it is interesting, useful, or important to the reader’s identity 
(National Research Council, 2012c). As learners experience success at a task 
or in a domain of learning, such as reading or math, the value they attribute 
to those activities can increase over time (Eccles and Wigfield, 2002).

Interest

Learners’ interest is an important consideration for educators because they 
can accommodate those interests as they design curricula and select learning 
resources. Interest is also important in adult learning in part because students 
and trainees with little interest in a topic may show higher rates of absentee-
ism and lower levels of performance (Ackerman et al., 2001). 

Two forms of learner interest have been identified. Individual or personal 
interest is viewed as a relatively stable attribute of the individual. It is char-
acterized by a learner’s enduring connection to a domain and willingness to 
re-engage in learning in that domain over time (Schiefele, 2009). In contrast, 
situational interest refers to a psychological state that arises spontaneously 
in response to specific features of the task or learning environment (Hidi and 
Renninger, 2006). Situational interest is malleable, can affect student engage-
ment and learning, and is influenced by the tasks and materials educators use 
or encourage (Hunsu et al., 2017). Practices that engage students and influence 
their attitudes may increase their personal interest and intrinsic motivation 
over time (Guthrie et al., 2006). 
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Sometimes the spark of motivation begins with a meaningful alignment 
of student interest with an assignment or other learning opportunity. At other 
times, features of the learning environment energize a state of wanting to know 
more, which activates motivational processes. In both cases, it is a change 
in mindset and goal construction brought about by interest that explains 
improved learning outcomes (Barron, 2006; Bricker and Bell, 2014; Goldman 
and Booker, 2009). For instance, when learner interest is low, students may 
be less engaged and more likely to attend to the learning goals that require 
minimal attention and effort.

Many studies of how interest affects learning have included measures of 
reading comprehension and text recall. This approach has allowed researchers 
to assess the separate effects of topic interest and interest in a specific text on 
how readers interact with text, by measuring the amount of time learners spend 
reading and what they learn from it. Findings from studies of this sort suggest 
that educators can foster students’ interest by selecting resources that pro-
mote interest, by providing feedback that supports attention ( Renninger and 
Hidi, 2002), by demonstrating their own interest in a topic, and by generating 
positive affect in learning contexts (see review by Hidi and Renninger, 2006). 

This line of research has also suggested particular characteristics of texts 
that are associated with learner interest. For example, in one study of col-
lege students, five characteristics of informational texts were associated with 
both interest and better recall: (1) the information was important, new, and 
valued; (2) the information was unexpected; (3) the text supported readers 
in making connections with prior knowledge or experience; (4) the text 
contained imagery and descriptive language; and (5) the author attempted 
to relate information to readers’ background knowledge using, for example, 
comparisons and analogies (Wade et al., 1999). The texts that students viewed 
as less interesting interfered with comprehension in that they, for example, 
offered incomplete or shallow explanations, contained difficult vocabulary, 
or lacked coherence. 

A number of studies suggest that situational interest can be a strong pre-
dictor of engagement, positive attitudes, and performance, including a study 
of students’ essay writing (Flowerday et al., 2004) and other research (e.g., 
Alexander and Jetton, 1996; Schraw and Lehman, 2001). These studies suggest 
the power of situational interest for engaging students in learning, which has 
implications for the design of project-based or problem-based learning. For 
example, Hoffman and Haussler (1998) found that high school girls displayed 
significantly more interest in the physics related to the working of a pump 
when the mechanism was put into a real-world context: the use of a pump in 
heart surgery.

The perception of having a choice may also influence situational interest 
and engagement, as suggested by a study that examined the effects of class-
room practices on adolescents enrolled in a summer school science course 
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(Linnenbrink-Garcia et al., 2013). The positive effect learners experience as 
part of interest also appears to play a role in their persistence and ultimately 
their performance (see, e.g., Ainley et al., 2002). 

Intrinsic Motivation

Self-determination theory posits that behavior is strongly influenced by 
three universal, innate, psychological needs—autonomy (the urge to control 
one’s own life), competence (the urge to experience mastery), and psycho-
logical relatedness (the urge to interact with, be connected to, and care for 
others). Researchers have linked this theory to people’s intrinsic motivation 
to learn (Deci and Ryan, 1985, 2000; Ryan and Deci, 2000). Intrinsic motiva-
tion is the experience of wanting to engage in an activity for its own sake 
because the activity is interesting and enjoyable or helps to achieve goals one 
has chosen. From the perspective of self-determination theory (Deci and Ryan, 
1985, 2000; Ryan and Deci, 2000), learners are intrinsically motivated to learn 
when they perceive that they have a high degree of autonomy and engage in 
an activity willingly, rather than because they are being externally controlled. 
Learners who are intrinsically motivated also perceive that the challenges of 
a problem or task are within their abilities. 

External Rewards 

The effect of external rewards on intrinsic motivation is a topic of much 
debate. External rewards can be an important tool for motivating learning 
behaviors, but some argue that such rewards are harmful to intrinsic motiva-
tion in ways that affect persistence and achievement. 

For example, some research suggests that intrinsic motivation to persist 
at a task may decrease if a learner receives extrinsic rewards contingent on 
performance. The idea that extrinsic rewards harm intrinsic motivation has 
been supported in a meta-analysis of 128 experiments (Deci et al., 1999, 2001). 
One reason proposed for such findings is that learners’ initial interest in the 
task and desire for success are replaced by their desire for the extrinsic reward 
(Deci and Ryan, 1985). External rewards, it is argued, may also undermine the 
learner’s perceptions of autonomy and control. 

Other research points to potential benefits. A recent field study, for 
example, suggests that incentives do not always lead to reduced engage-
ment after the incentive ends (Goswami and Urminsky, 2017). Moreover, 
in some circumstances external rewards such as praise or prizes can help 
to encourage engagement and persistence, and they may not harm intrinsic 
motivation over the long term, provided that the extrinsic reward does not 
undermine the individual’s sense of autonomy and control over her behavior 
(see National Research Council, 2012c, pp. 143–145; also see Cerasoli et al., 
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2016; Vansteenkiste et al., 2009). Thus, teaching strategies that use rewards 
to capture and stimulate interest in a topic (rather than to drive compliance), 
that provide the student with encouragement (rather than reprimands), and 
that are perceived to guide student progress (rather than just monitor student 
progress) can foster feelings of autonomy, competence, and academic achieve-
ment (e.g., Vansteenkist et al., 2004). Praise is important, but what is praised 
makes a difference (see Box 6-1).

Other work (Cameron et al., 2005) suggests that when rewards are 
inherent in the achievement itself—that is, when rewards for successful 
completion of a task include real privileges, pride, or respect—they can spur 
intrinsic motivation. This may be the case, for example, with videogames in 
which individuals are highly motivated to play well in order to move to the 
next higher level. This may also be the case when learners feel valued and 
respected for their demonstrations of expertise, as when a teacher asks a 
student who correctly completed a challenging homework math problem to 
explain his solution to the class. Extrinsic rewards support engagement suf-
ficient for learning, as shown in one study in which rewards were associated 
with enhanced memory consolidation but only when students perceived the 
material to be boring (Murayama and Kuhbandner, 2011). Given the prevalence 

BOX 6-1 What You Praise Makes a Difference

Praise received after success influences students’ later achievement 

motivation but perhaps not in the way intended. Mueller and Dweck (1998) 

conducted two studies in which students received praise for their perfor-

mance on a reasoning test. Some students were praised for their ability 

(“well done for being so smart”) and others for their effort (“well done 

for working so hard”). Students who received praise for ability were more 

likely to adopt performance goals on a subsequent test, whereas those 

praised for effort were more likely to adopt mastery goals. Further, when 

given the choice, a higher proportion (86%) of students praised for ability 

chose to examine a folder they were told contained average scores of other 

test  takers, rather than a folder they were told contained new interesting 

strategies for solving similar test problems. In stark contrast, less than one-

quarter (24%) of those praised for effort opted for performance information. 

Students praised for ability engaged in behaviors that may have boosted 

their self-esteem but were not likely to facilitate more learning or preparation 

for test-taking in the future.
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of different performance-based incentives in classrooms (e.g., grades, prizes), 
a better, more integrated understanding is needed of how external rewards 
may harm or benefit learners’ motivation in ways that matter to achievement 
and performance in a range of real-world conditions across the life span.

Effects of Choice

When learners believe they have control over their learning environment, 
they are more likely to take on challenges and persist with difficult tasks, 
compared with those who perceive that they have little control (National 
Research Council, 2012c). Evidence suggests that the opportunity to make 
meaningful choices during instruction, even if they are small, can support 
autonomy, motivation, and ultimately, learning and achievement (Moller et 
al., 2006; Patall et al., 2008, 2010).2 

Choice may be particularly effective for individuals with high initial inter-
est in the domain, and it may also generate increased interest (Patall, 2013). 
One possible reason why exercising choice seems to increase motivation is 
that the act of making a choice induces cognitive dissonance: a feeling of be-
ing uncomfortable and unsure about one’s decision. To reduce this feeling, 
individuals tend to change their preferences to especially value and become 
interested in the thing they chose (Izuma et al., 2010). Knowing that one has 
made a choice (“owning the choice”) can protect against the discouraging 
effects of negative feedback during the learning process, an effect that has 
been observed at the neurophysiological level (Murayama et al., 2015). The 
perception of choice also may affect learning by fostering situational interest 
and engagement (Linnenbrink-Garcia et al., 2013).

THE IMPORTANCE OF GOALS
Goals—the learner’s desired outcomes—are important for learning 

because they guide decisions about whether to expend effort and how to 
direct attention, foster planning, influence responses to failure, and promote 
other behaviors important for learning (Albaili, 1998; Dweck and Elliot, 1983; 
Hastings and West, 2011). 

Learners may not always be conscious of their goals or of the motivation 
processes that relate to their goals. For example, activities that learners per-
ceive as enjoyable or interesting can foster engagement without the learner’s 

2 The 2008 study was a meta-analysis, so the study populations are not described. The 2010 
study included a total of 207 (54% female) high school students from ninth through twelfth 
grade. A majority (55.5%) of the students in these classes were Caucasian, 28 percent were 
 African American, 7 percent were Asian, 3 percent were Hispanic, 1.5 percent were Native Ameri-
can, and 5 percent were of other ethnicities.
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conscious awareness. Similarly, activities that learners perceive as threaten-
ing to their sense of competence or self-esteem (e.g., conditions that invoke 
stereotype threat, discussed below3) may reduce learners’ motivation and per-
formance even (and sometimes especially) when they intend to perform well. 

HPL I made the point that having clear and specific goals that are chal-
lenging but manageable has a positive effect on performance, and research-
ers have proposed explanations. Some have focused on goals as motives or 
reasons to learn (Ames and Ames, 1984; Dweck and Elliott, 1983; Locke et 
al., 1981; Maehr, 1984; Nicholls, 1984). Others have noted that different 
types of goals, such as mastery and performance goals, have different effects 
on the cognitive, affective, and behavioral processes that underlie learning 
as well as on learners’ outcomes (Ames and Archer, 1988; Covington, 2000; 
Dweck, 1986). Research has also linked learners’ beliefs about learning and 
achievement, or mindsets, with students’ pursuit of specific types of learning 
goals (Maehr and Zusho, 2009). The next section examines types of goals and 
research on their influence. 

Types of Goals

Researchers distinguish between two main types of goals: mastery 
goals, in which learners focus on increasing competence or understanding, 
and performance goals, in which learners are driven by a desire to appear 
competent or outperform others (see Table 6-1). They further distinguish 
between performance-approach and performance-avoidance goals (Senko 
et al., 2011). Learners who embrace performance-avoidance goals work 
to avoid looking incompetent or being embarrassed or judged as a failure, 
whereas those who adopt performance-approach goals seek to appear more 
competent than others and to be judged socially in a favorable light. Within 
the category of performance-approach goals, researchers have identified both 
self-presentation goals (“wanting others to think you are smart”) and norma-
tive goals (“wanting to outperform others”) (Hulleman et al., 2010). 

Learners may simultaneously pursue multiple goals (Harackiewicz et 
al., 2002; Hulleman et al., 2008) and, depending on the subject area or skill 
domain, may adopt different achievement goals (Anderman and Midgley, 
1997). Although students’ achievement goals are relatively stable across the 
school years, they are sensitive to changes in the learning environment, such 
as moving from one classroom to another or changing schools (Friedel et al., 
2007). Learning environments differ in the learning expectations, rules, and 

3 When an individual encounters negative stereotypes about his social identity group in the 
context of a cognitive task, he may underperform on that task; this outcome is attributed to 
stereotype threat (Steele, 1997).
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structure that apply, and as a result, students may shift their goal orientation 
to succeed in the new context (Anderman and Midgley, 1997). 

Dweck (1986) argued that achievement goals reflect learners’ underlying 
theories of the nature of intelligence or ability: whether it is fixed (something 
with which one is born) or malleable. Learners who believe intelligence is 
malleable, she suggested, are predisposed toward adopting mastery goals, 
whereas learners who believe intelligence is fixed tend to orient toward 
displaying competence and adopting performance goals (Burns and Isbell, 
2007; Dweck, 1986; Dweck and Master, 2009; Mangels et al., 2006). Table 6-1 
shows how learners’ mindsets can relate to their learning goals and behaviors. 

Research in this area suggests that learners who strongly endorse mas-
tery goals tend to enjoy novel and challenging tasks (Pintrich, 2000; Shim et 
al., 2008; Witkow and Fuligni, 2007; Wolters, 2004), demonstrate a greater 
willingness to expend effort, and engage higher-order cognitive skills during 
learning (Ames, 1992; Dweck and Leggett, 1988; Kahraman and Sungur, 2011; 
Middleton and Midgley, 1997). Mastery students are also persistent—even 
in the face of failure—and frequently use failure as an opportunity to seek 
feedback and improve subsequent performance (Dweck and Leggett, 1988). 

Learners’ mastery and performance goals may also influence learning and 
achievement through indirect effects on cognition. Specifically, learners with 
mastery goals tend to focus on relating new information to existing knowledge 
as they learn, which supports deep learning and long-term memory for the 

TABLE 6-1 Mindsets, Goals, and Their Implications for Learning

Mindsets

Fixed mindset—you are born  
with a certain amount of  
intelligence

Growth mindset—intelligence can be 
acquired through hard work

Goals

Performance goal—works to look  
good in comparison to others

Mastery goal—works to learn/ master the 
material or skill

Learning Behaviors

Avoids challenges—prioritizes  
areas of high competence

Quits in response to failure— 
expends less effort

Pursues opportunities to bolter self-
esteem—seeks affirming social 
comparisons

Rises to challenges—prioritizes areas of 
new knowledge

Tries harder in response to failure—puts 
forth more effort

Pursues opportunities to learn more—
seeks more problem-solving strategies
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information. By contrast, learners with performance goals tend to focus on 
learning individual bits of information separately, which improves speed of 
learning and immediate recall but may undermine conceptual learning and 
long-term recall. In this way, performance goals tend to support better im-
mediate retrieval of information, while mastery goals tend to support better 
long-term retention (Crouzevialle and Butera, 2013). Performance goals may 
in fact undermine conceptual learning and long-term recall. When learners 
with mastery goals work to recall a previously learned piece of information, 
they also activate and strengthen memory for the other, related information 
they learned. When learners with performance goals try to recall what they 
learned, they do not get the benefit of this retrieval-induced strengthening of 
their memory for other information (Ikeda et al., 2015).

Two studies with undergraduate students illustrate this point. Study par-
ticipants who adopted performance goals were found to be concerned with 
communicating competence, prioritizing areas of high ability, and avoiding 
challenging tasks or areas in which they perceived themselves to be weaker 
than others (Darnon et al., 2007; Elliot and Murayama, 2008). These students 
perceived failure as a reflection of their inability and typically responded to 
failure with frustration, shame, and anxiety. These kinds of performance-
avoidance goals have been associated with maladaptive learning behaviors 
including task avoidance (Middleton and Midgley, 1997; sixth-grade students), 
reduced effort (Elliot, 1999), and self-handicapping (Covington, 2000; Midgley 
et al., 1996).

The adoption of a mastery goal orientation to learning is likely to be 
beneficial for learning, while pursuit of performance goals is associated with 
poor learning-related outcomes. However, research regarding the impact of 
performance goals on academic outcomes has yielded mixed findings (Elliot 
and McGregor, 2001; Midgley et al., 2001). Some researchers have found 
positive outcomes when learners have endorsed normative goals (a type of 
performance goal) (Covington, 2000; Linnenbrink, 2005). Others have found 
that achievement goals do not have a direct effect on academic achievement 
but operate instead through the intermediary learning behaviors described 
above and through self-efficacy (Hulleman et al., 2010). 

Influence of Teachers on Learners’ Goals

Classrooms can be structured to make particular goals more or less salient 
and can shift or reinforce learners’ goal orientations (Maehr and Midgley, 
1996). Learners’ goals may reflect the classroom’s goal structure or the values 
teachers communicate about learning through their teaching practices (e.g., 
how the chairs are set up or whether the teacher uses cooperative learning 
groups) (see Kaplan and Midgley, 1999; Urdan et al., 1998). When learners 
perceive mastery goals are valued in the classsroom, they are more likely 

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


121Motivation to Learn

to use information-processing strategies, self-planning, and self-monitoring 
strategies (Ames and Archer, 1988; Schraw et al., 1995). A mastery-oriented 
structure in the classroom is positively correlated with high academic com-
petency and negatively related to disruptive behaviors. Further, congruence 
in learners’ perceptions of their own and their school’s mastery orientation is 
associated with positive academic achievement and school well-being (Kaplan 
and Maehr, 1999). 

Teachers can influence the goals learners adopt during learning, and learn-
ers’ perceptions of classroom goal structures are better predictors of learners’ 
goal orientations than are their perceptions of their parents’ goals. Perceived 
classroom goals are also strongly linked to learners’ academic efficacy in the 
transition to middle school. Hence, classroom goal structures are a particularly 
important target for intervention (Friedel et al., 2007; Kim et al., 2010). Table 
6-2 summarizes a longstanding view of how the prevailing classroom goal 
structure—oriented toward either mastery goals or performance goals—affects 
the classroom climate for learning. However, more experimental research 
is needed to determine whether interventions designed to influence such 
mindsets benefit learners.

Learning Goals and Other Goals 

Academic goals are shaped not only by the immediate learning context 
but also by the learners’ goals and challenges, which develop and change 

TABLE 6-2 Achievement Goals and Classroom Climate 

Climate Dimension Mastery Goal Performance Goal

Success Defined as… Improvement, progress High grades, high normative 
performance

Value Placed on… Effort/learning Normatively high ability

Reasons for Satisfaction… Working hard, challenge Doing better than others

Teacher Oriented toward… How students are learning How students are performing

View of Errors/Mistakes… Part of learning Anxiety eliciting

Focus of Attention… Process of learning Own performance relative to 
others

Reasons for Effort… Learning something new High grades, performing 
better than others

Evaluation Criteria… Absolute, progress Normative

SOURCE:  Adapted from Ames and Archer (1988, Tbl. 1, p. 261).
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throughout the life course. Enhancing a person’s learning and achievement 
requires an understanding of what the person is trying to achieve: what goals 
the individual seeks to accomplish and why. However, it is not always easy to 
determine what goals an individual is trying to achieve because learners have 
multiple goals and their goals may shift in response to events and experiences. 
For example, children may adopt an academic goal as a means of pleasing 
parents or because they enjoy learning about a topic, or both. Teachers may 
participate in an online statistics course in order to satisfy job requirements 
for continuing education or because they view mastery of the topic as relevant 
to their identity as a teacher, or both. 

At any given time, an individual holds multiple goals related to achieve-
ment, belongingness, identity, autonomy, and sense of competence that are 
deeply personal, cultural, and subjective. Which of these goals becomes salient 
in directing behavior at what times depends on the way the individual con-
strues the situation. During adolescence, for example, social belongingness 
goals may take precedence over academic achievement goals: young people 
may experience greater motivation and improved learning in a group context 
that fosters relationships that serve and support achievement. Over the life 
span, academic achievement goals also become linked to career goals, and 
these may need to be adapted over time. For example, an adolescent who 
aspires to become a physician but who continually fails her basic science 
courses may need to protect her sense of competence by either building new 
strategies for learning science or revising her occupational goals. 

A person’s motivation to persist in learning in spite of obstacles and 
setbacks is facilitated when goals for learning and achievement are made 
explicit, are congruent with the learners’ desired outcomes and motives, and 
are supported by the learning environment, as judged by the learner; this 
perspective is illustrated in Box 6-2.

Future Identities and Long-Term Persistence 

Long-term learning and achievement tend to require not only the learner’s 
interest, but also prolonged motivation and persistence. Motivation to perse-
vere may be strengthened when students can perceive connections between 
their current action choices (present self) and their future self or possible 
future identities (Gollwitzer et al., 2011; Oyserman et al., 2015). The practice 
of displaying the names and accomplishments of past successful students is 
one way educators try to help current students see the connection. 

Researchers have explored the mechanisms through which such experi-
ences affect learning. Some neurobiological evidence, for example, suggests 
that compelling narratives that trigger emotions (such as admiration elicited 
by a story about a young person who becomes a civil rights leader for his 
community) may activate a mindset focused on a “possible future” or values 
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BOX 6-2 Learners’ Perceptions of the Learning Environment 
Can Inadvertently Undermine Motivation

Consider the following letter, written by an elementary school student:

Why does a standard chart meant to help the teachers monitor, 

reward, and correct students’ behavior seem to undermine this boy’s 

enthusiasm for school? The chart refers to a color-coded scheme for 

monitoring behavior with three levels: green (successful), yellow (warn-

ing), and red (call parent). The teacher reported that from March through 

September this student was judged consistently as green (successful) 

because he worked hard and interacted appropriately with others. So, 

what was the problem? 

This letter suggests that although the student came to school ready to 

engage with his teacher about interesting ideas and to learn new academic 

skills, the teacher’s strategy for managing the class caused him to infer 

that his teacher’s main goal was to control his behavior, rather than to help 

him learn. This example is a reminder that sometimes the materials and 

strategies that teachers intend to support learning can have the opposite 

effect for some students. 

SOURCE: Adapted from Immordino-Yang (2015).

 

 

 
 

(Immordino-Yang et al., 2009). Similar research also points to an apparent 
shifting between two distinct neural networks that researchers have associ-
ated with an “action now” mindset (with respect to the choices and behaviors 
for executing a task during learning) and a “possible future/values oriented” 
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mindset (with respect to whether difficult tasks are ones that “people like 
me” do) (Immordino-Yang et al., 2012). Students who shift between these 
two mindsets may take a reflective stance that enables them to inspire them-
selves and to persist and perform well on difficult tasks to attain future goals 
(Immordino-Yang and Sylvan, 2010).

Practices that help learners recognize the motivational demands required 
and obstacles to overcome for achieving desired future outcomes also may 
support goal attainment, as suggested in one study of children’s attempts to 
learn foreign-language vocabulary words (Gollwitzer et al., 2011). Research 
is needed, however, to better establish the efficacy of practices designed to 
shape learners’ thinking about future identities and persistence 

SOCIAL AND CULTURAL INFLUENCES ON 
MOTIVATION

All learners’ goals emerge in a particular cultural context. As discussed in 
Chapter 2, the way individuals perceive and interpret the world and their own 
role in it, and their expectations about how people function socially, reflect 
the unique set of influences they have experienced. The procedures people 
use to complete tasks and solve problems, as well as the social emotional 
dispositions people bring to such tasks, are similarly shaped by context and 
experience (Elliott et al., 2001; Oyserman, 2011). In this section, the commit-
tee discusses three specific lines of research that illustrate the importance of 
culturally mediated views of the self and social identities to learners’ percep-
tions of learning environments, goals, and performance. 

Cross-Cultural Differences in Learners’ Self-Construals

Over the past several decades, researchers have attempted to discern 
the influence of culture on a person’s self-construal, or definition of herself 
in reference to others. In an influential paper, Markus and Kitayama (1991) 
distinguished between independent and interdependent self-construals and 
proposed that these may be associated with individualistic or collectivistic 
goals. For example, they argued that East Asian cultures tend to emphasize 
collectivistic goals, which promote a comparatively interdependent self-
construal in which the self is experienced as socially embedded and one’s 
accomplishments are tied to the community. In contrast, they argued, the 
prevailing North American culture tends to emphasize individualistic goals 
and an individualistic self-construal that prioritizes unique traits, abilities, and 
accomplishments tied to the self rather than to the community. 

Although assigning cultural groups to either a collectivist or individual-
istic category oversimplifies very complex phenomena, several large-sample 
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survey studies have offered insights about the ways learners who fit these 
two categories tend to vary in their assessment of goals, the goals they see as 
relevant or salient, and the ways in which their goals relate to other phenom-
ena such as school achievement (King and McInerney, 2016). For example, 
in cross-cultural studies of academic goals, Dekker and Fischer (2008) found 
that gaining social approval in achievement contexts was particularly impor-
tant for students who had a collectivist perspective. This cultural value may 
predispose students to adopt goals that help them to avoid the appearance 
of incompetence or negative judgments (i.e., performance-avoidance goals) 
(Elliot, 1997, 1999; Kitayama et al., 1997). 

More recent work has also explored the relationships between such dif-
ferences and cultural context. For example, several studies have compared 
students’ indications of endorsement for performance-avoidance goals and 
found that Asian students endorsed these goals to a greater degree than Euro-
pean American students did (Elliot et al., 2001; Zusho and Njoku, 2007; Zusho 
et al., 2005). This body of work seems to suggest that though there were 
differences, the performance avoidance may also have different outcomes in 
societies in which individualism is prioritized than in more collectivistic ones. 
These researchers found that performance-avoidance goals can be adaptive 
and associated with such positive academic outcomes as higher levels of en-
gagement, deeper cognitive processing, and higher achievement. (See also 
the work of Chan and Lai [2006] on students in Hong Kong; Hulleman et al. 
[2010]; and the work of King [2015] on students in the Philippines.) 

Although cultures may vary on average in their emphasis on individualism 
and collectivism, learners may think in either individualistic and collectivis-
tic terms if primed to do so (Oyserman et al., 2009). For example, priming 
interventions such as those that encourage participants to call up personal 
memories of cross-cultural experiences (Tadmor et al., 2013) have been used 
successfully to shift students from their tendency to take one cultural perspec-
tive or the other. Work on such interventions is based on the assumption 
that one cultural perspective is not inherently better than the other: the most 
effective approaches would depend on what the person is trying to achieve 
in the moment and the context in which he is operating. Problem solving is 
facilitated when the salient mindset is well matched to the task at hand, sug-
gesting that flexibility in cultural mindset also may promote flexible cognitive 
functioning and adaptability to circumstances (Vezzali et al., 2016). 

This perspective also suggests the potential benefits of encouraging learn-
ers to think about problems and goals from different cultural perspectives. 
Some evidence suggests that these and other multicultural priming interven-
tions improve creativity and persistence because they cue individuals to 
think of problems as having multiple possible solutions. For instance, priming 
learners to adopt a multicultural mindset may support more-divergent think-
ing about multiple possible goals related to achievement, family, identity, and 
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friendships and more flexible action plans for achieving those goals. Teachers 
may be able to structure learning opportunities that incorporate diverse per-
spectives related to cultural self-construals in order to engage students more 
effectively (Morris et al., 2015). 

However, a consideration for both research and practice moving forward 
is that there may be much more variation within cultural models of the self 
than has been assumed. In a large study of students across several nations that 
examined seven different dimensions related to self-construal (Vignoles et al., 
2016), researchers found neither a consistent contrast between Western and 
non-Western cultures nor one between collectivistic and individualistic cul-
tures. To better explain cultural variation, the authors suggested an ecocultural 
perspective that takes into account racial/ethnic identity. 

Social Identity and Motivation Processes

Identity is a person’s sense of who she is. It is the lens through which an 
individual makes sense of experiences and positions herself in the social world. 
Identity has both personal and social dimensions that play an important role 
in shaping an individual’s goals and motivation. The personal dimensions of 
identity tend to be traits (e.g., being athletic or smart) and values (e.g., being 
strongly committed to a set of religious or political beliefs). Social dimensions 
of identity are linked to social roles or characteristics that make one recogniz-
able as a member of a group, such as being a woman or a Christian (Tajfel 
and Turner, 1979). They can operate separately (e.g., “an African American”) 
or in combination (“an African American male student”) (Oyserman, 2009). 

Individuals tend to engage in activities that connect them to their social 
identities because doing so can support their sense of belonging and esteem 
and help them integrate into a social group. This integration often means tak-
ing on the particular knowledge, goals, and practices valued by that group 
(Nasir, 2002). The dimensions of identity are dynamic, malleable, and very 
sensitive to the situations in which people find themselves (Oyserman, 2009; 
Steele, 1997). This means the identity a person takes on at any moment is 
contingent on the circumstances

A number of studies indicate that a positive identification with one’s ra-
cial or ethnic identity supports a sense of school belonging, as well as greater 
interest, engagement, and success in academic pursuits. For example, African 
American adolescents with positive attitudes toward their racial/ethnic group 
express higher efficacy beliefs and report more interest and engagement in 
school (Chavous et al., 2003). The value of culturally connected racial/ethnic 
identity is also evident for Mexican and Chinese adolescents (Fuligni et al., 
2005). In middle school, this culturally connected identity is linked to higher 
grade-point averages among African American (Altschul et al., 2006; Eccles et 
al., 2006), Latino (Oyserman, 2009), and Native American students in North 
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America (Fryberg et al., 2013). The research described in Box 6-3 illustrates 
the potential and powerful influence of social identity on learners’ engage-
ment with a task. 

Stereotype Threat

The experience of being evaluated in academic settings can heighten self-
awareness, including awareness of the stereotypes linked to the social group 
to which one belongs and that are associated with one’s ability (Steele, 1997). 
The effects of social identity on motivation and performance may be positive, as 
illustrated in the previous section, but negative stereotypes can lead people to 
underperform on cognitive tasks (see Steele et al., 2002;  Walton and Spencer, 
2009). This phenomenon is known as stereotype threat, an unconscious worry 
that a stereotype about one’s social group could be applied to oneself or that 
one might do something to confirm the stereotype (Steele, 1997). Steele has 
noted that stereotype threat is most likely in areas of performance in which 
individuals are particularly motivated.

In a prototypical experiment to test stereotype threat, a difficult achieve-
ment test is given to individuals who belong to a group for whom a negative 
stereotype about ability in that achievement domain exists. For example, 
women are given a test in math. The test is portrayed as either gender-neutral 

BOX 6-3 Basketball, Mathematics, and Identity 

In a study by Nasir and McKinney de Royston (2013), students were 

asked to solve problems involving averages and percentages in the context 

of either basketball or classroom math. When speaking about basketball, 

players spoke like experts—they “were confident; they sat up straight 

and answered in relaxed, even vocal tones. . . .” In stark contrast, when 

asked to solve the problems in classroom math terms, “players were 

visibly distressed. They shrunk down in their seats; they hemmed and 

hawed; they told the researcher how poor they were at mathematics” 

(Nasir and McKinney de Royston, 2013, p. 275). One explanation for these 

findings is that a sense of competence emerges from identity: as players, 

students felt competent to calculate scoring averages and percentages, 

but because they did not identify as math students, they felt ill-equipped 

to solve the same problems in the classroom context.
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(women and men do equally well on it) or—in the threat condition—as one 
at which women do less well. In the threat condition, members of the ste-
reotyped group perform at lower levels than they do in the gender-neutral 
condition. In the case of women and math, for instance, women perform more 
poorly on the math test than would be expected given their actual ability (as 
demonstrated in other contexts) (Steele and Aronson, 1995). Several studies 
have replicated this finding (Beilock et al., 2008; Dar-Nimrod and Heine, 2006; 
Good et al., 2008; Spencer et al., 1999), and the finding is considered to be 
robust, especially on high-stakes tests such as the SAT (Danaher and Crandall, 
2008) and GRE. 

The effects of negative stereotypes about African American and Latino 
students are among the most studied in this literature because these stereotypes 
have been persistent in the United States (Oyserman et al., 1995). Sensitivity to 
these learning-related stereotypes appears as early as second grade (Cvencek et 
al., 2011) and grows as children enter adolescence (McKown and  Strambler, 
2009). Among college-age African Americans, underperformance occurs in 
contexts in which students believe they are being academically evaluated 
(Steele and Aronson, 1995). African American school-age children perform 
worse on achievement tests when they are reminded of stereotypes associated 
with their social group (Schmader et al., 2008; Wasserberg, 2014). Similar 
negative effects of stereotype threat manifest among Latino youth (Aronson 
and Salinas, 1997; Gonzales et al., 2002; Schmader and Johns, 2003). 

Stereotype threat is believed to undermine performance by lowering 
executive functioning and heightening anxiety and worry about what others 
will think if the individual fails, which robs the person of working memory 
resources. Thus, the negative effects of stereotype threat may not be as ap-
parent on easy tasks but arise in the context of difficult and challenging tasks 
that require mental effort (Beilock et al., 2007). 

Neurophysiological evidence supports this understanding of the mecha-
nisms underlying stereotype threat. Under threatening conditions, individuals 
show lower levels of activation in the brain’s prefrontal cortex, reflecting 
impaired executive functioning and working memory (Beilock et al., 2007; 
Cadinu et al., 2005; Johns et al., 2008; Lyons and Beilock, 2012; Schmader 
and Jones, 2003) and higher levels of activation in fear circuits, including, for 
example, in the amygdala (Spencer et al., 1999; Steele and Aronson, 1995).

In the short term, stereotype threat can result in upset, distraction, 
anxiety, and other conditions that interfere with learning and performance 
(Pennington et al., 2016). Stereotype threat also may have long-term deleteri-
ous effects because it can lead people to conclude that they are not likely to 
be successful in a domain of performance (Aronson, 2004; Steele, 1997). It 
has been suggested that the longer-term effects of stereotype threat may be 
one cause of longstanding achievement gaps (Walton and Spencer, 2009). For 
example, women for whom the poor-at-math stereotype was primed reported 
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more negative thoughts about math (Cadinu et al., 2005). Such threats can be 
subtly induced. In one classroom study, cues in the form of gendered objects 
in the room led high school girls to report less interest in taking computer 
science courses (Master et al., 2015). 

Students can maintain positive academic self-concepts in spite of nega-
tive stereotypes when supported in doing so (Anderman and Maehr, 1994; 
Graham, 1994; Yeager and Walton, 2011). For example, a study by Walton 
and Spencer (2009) illustrates that under conditions that reduce psychological 
threat, students for whom a stereotype about their social group exists perform 
better than nonstereotyped students at the same level of past performance 
(see Figure 6-1).

These findings highlight an important feature of stereotype threat: it is 
not a characteristic solely of a person or of a context but rather a condition 
that results from an interaction between the two. To be negatively affected, a 
person must be exposed to and perceive a potential cue in the environment 
and be aware of a stereotype about the social group with which he identifies 
(Aronson et al., 1999). For example, in a study of African American children 
in an urban elementary school, introduction of a reading test as an index of 
ability hampered performance only among students who reported being aware 
of racial stereotypes about intelligence (Walton and Spencer, 2009). 

It also appears that the learner must tie her identity to the domain of skills 

FIGURE 6-1 Effect of supportive, safe conditions in reducing stereotype threat.
NOTE: SD refers to standard deviation.
SOURCE: Walton and Spencer (2009, Fig.1). 
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being tested. For example, students who have a strong academic identity 
and value academic achievement highly are more vulnerable to academic 
stereotype threat than are other students (Aronson et al., 1999; Keller, 2007; 
Lawrence et al., 2010; Leyens et al., 2000; Steele, 1997). 

Researchers have identified several actions educators can take that may 
help to manage stereotype threat. One is to remove the social identity char-
acteristic (e.g., race or gender) as an evaluating factor, thereby reducing the 
possibility of confirming a stereotype (Steele, 1997). This requires bolstering or 
repositioning dimensions of social identity. Interventions of this sort are likely 
to work not because they reduce the perception of, or eliminate, stereotype 
threat, but because they change students responses to the threatening situa-
tion (Aronson et al., 2001; Good et al., 2003). For example, learners can be 
repositioned as the bearers of knowledge or expertise, which can facilitate 
identity shifts that enable learners to open up to opportunities for learning 
(Lee, 2012). In research that confronted women with negative gender-based 
stereotypes about their performance in mathematics but prompted them to 
think of other aspects of their identity, the women performed on par with men 
and appeared to be buffered against the deleterious effects of gender-based 
stereotypes. Women who did not receive the encouragement performed worse 
than their male counterparts (Gresky et al., 2005). Such findings suggest that 
having opportunities to be reminded of the full range of dimensions of one’s 
identity may promote resilience against stereotype threats. Notably, interven-
tions that have addressed stereotype threat tend to target and support identity 
rather than self-esteem. However, clear feedback that sets high expectations 
and assures a student that he can reach those expectations are also important 
(Cohen and Steele, 2002; Cohen et al., 1999). 

Values-affirmation interventions are designed to reduce self-handicapping 
behavior and increase motivation to perform. Enabling threatened individuals 
to affirm their talents in other domains through self-affirmations has in some 
situations strengthened students’ sense of self (McQueen and Klein, 2006). 
Values-affirmation exercises in which students write about their personal val-
ues (e.g., art, sports, music) have bolstered personal identity, reduced threat, 
and improved academic performance among students experiencing threat 
(Cohen et al., 2006, 2009; Martens et al., 2006). In randomized field experi-
ments, self-affirmation tasks were associated with better grades for middle 
school students (Cohen et al., 2006, 2009)4 and college students (Miyake et al., 
2010). However, other studies have not replicated these findings (e.g., Dee, 
2015; Hanselman et al., 2017), so research is needed to determine for whom 
and under which conditions values-affirmation approaches may be effective. 

Although research suggests steps that educators can take that may help to 

4 The 2006 study included 119 African American and 119 European American students; the 
2009 study was a 2-year follow-up with the same sample.
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eliminate stereotype threat, much of this research has been in highly controlled 
settings. The full range of factors that may be operating and interacting with 
one another has yet to be fully examined in real-world environments. However, 
educators can take into account the influences that research has identified 
as potentially causing, exacerbating, or ameliorating the effects of stereotype 
threat on their own students’ motivation, learning, and performance. 

INTERVENTIONS TO IMPROVE MOTIVATION
Many students experience a decline in motivation from the primary 

grades through high school (Gallup, Inc., 2014; Jacobs et al., 2002; Lepper et 
al., 2005). Researchers are beginning to develop interventions motivated by 
theories of motivation to improve student motivation and learning. 

Some interventions focus on the psychological mechanisms that affect 
students’ construal of the learning environment and the goals they develop 
to adapt to that environment. For example, a brief intervention was designed 
to enhance student motivation by helping learners to overcome the negative 
impact of stereotype threat on social belongingness and sense of self (Yeager 
et al., 2016). In a randomized controlled study, African American and European 
American college students were asked to write a speech that attributed adver-
sity in learning to a common aspect of the college-adjustment process rather 
than to personal deficits or their ethnic group (Walton and Cohen, 2011). After 
3 years, African American students who had participated in the intervention 
reported less uncertainty about belonging and showed greater improvement 
in their grade point averages compared to the European American students. 

One group of interventions to address performance setbacks has focused 
on exercises to help students shift from a fixed view of intelligence to a growth 
theory of intelligence. For example, in 1-year-long study, middle school stu-
dents attended an eight-session workshop in which they either learned about 
study skills alone (control condition) or both study skills and research on how 
the brain improves and grows by working on challenging tasks (the growth 
mindset condition). At the end of the year, students in the growth mindset 
condition had significantly improved their math grades compared to students 
who only learned about study skills. However, the effect size was small and 
limited to a small subset of underachieving students (Blackwell et al., 2007). 

The subjective and personal nature of the learner’s experiences and the 
dynamic nature of the learning environment require that motivational inter-
ventions be flexible enough to take account of changes in the individual and 
in the learning environment. Over the past decade, a number of studies have 
suggested that interventions that enhance both short- and long-term motivation 
and achievement using brief interventions or exercises can be effective (e.g., 
Yeager and Walton, 2011). The interventions that have shown sustained effects 
on aspects of motivation and learning are based on relatively brief activities 
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and exercises that directly target how students interpret their experiences, 
particularly their challenges in school and during learning.

The effectiveness of brief interventions appears to stem from their impact 
on the individual’s construal of the situation and the motivational processes 
they set in motion, which in turn support longer-term achievement. Brief in-
terventions to enhance motivation and achievement appear to share several 
important characteristics. First, the interventions directly target the psychologi-
cal mechanisms that affect student motivation rather than academic content. 
Second, the interventions adopt a student-centric perspective that takes into 
account the student’s subjective experience in and out of school. Third, the 
brief interventions are designed to indirectly affect how students think or feel 
about school or about themselves in school through experience, rather than 
attempting to persuade them to change their thinking, which is likely to be 
interpreted as controlling. Fourth, these brief interventions focus on reducing 
barriers to student motivation rather than directly increasing student motiva-
tion. Such interventions appear particularly promising for African American 
students and other cultural groups who are subjected to negative stereotypes 
about learning and ability. However, as Yeager and Walton (2009) note, the 
effectiveness of these interventions appears to depend on both context and 
implementation.

Studies such as these are grounded in different theories of motivation re-
lated to the learners’ cognition, affect, or behavior and are intended to affect 
different aspects of motivation. Lazowski and Hulleman (2016) conducted 
a meta-analysis of research on such interventions to identify their effects 
on outcomes in education settings. The studies included using measures of 
authentic education outcomes (e.g., standardized test scores, persistence at 
a task, course choices, or engagement) and showed consistent, small effects 
across intervention type. 

However, this meta-analysis was small: only 74 published and unpublished 
papers met criteria for inclusion, and the included studies involved a wide 
range of theoretical perspectives, learner populations, types of interventions, 
and measured outcomes. These results are not a sufficient basis for conclusions 
about practice, but further research may help identify which interventions 
work best for whom and under which conditions, as well as factors that af-
fect implementation (such as dosage, frequency, and timing). Improvements 
in the ability to clearly define, distinguish among, and measure motivational 
constructs could improve the validity and usefulness of intervention research. 

CONCLUSIONS
When learners want and expect to succeed, they are more likely to value 

learning, persist at challenging tasks, and perform well. A broad constellation 
of factors and circumstances may either trigger or undermine students’ desire 
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to learn and their decisions to expend effort on learning, whether in the mo-
ment or over time. These factors include learners’ beliefs and values, personal 
goals, and social and cultural context. Advances since the publication of HPL I 
provide robust evidence for the importance of both an individual’s goals in 
motivation related to learning and the active role of the learner in shaping 
these goals, based on how that learner conceives the learning context and 
the experiences that occur during learning. There is also strong evidence for 
the view that engagement and intrinsic motivation develop and change over 
time—these are not properties of the individual or the environment alone.

While empirical and theoretical work in this area continues to develop, 
recent research does strongly support the following conclusion: 

CONCLUSION 6-1: Motivation to learn is influenced by the 
multiple goals that individuals construct for themselves as a 
result of their life and school experiences and the sociocultural 
context in which learning takes place. Motivation to learn is 
fostered for learners of all ages when they perceive the school 
or learning environment is a place where they “belong” and 
when the environment promotes their sense of agency and 
purpose. 

More research is needed on instructional methods and how the structure 
of formal schooling can influence motivational processes. What is already 
known does support the following general guidance for educators:

CONCLUSION 6-2: Educators may support learners’ motiva-
tion by attending to their engagement, persistence, and per-
formance by:

	 •	 	helping them to set desired learning goals and appropri-
ately challenging goals for performance; 

	 •	 	creating learning experiences that they value; 
	 •	 	supporting their sense of control and autonomy;
	 •	 	developing their sense of competency by helping them 

to recognize, monitor, and strategize about their learning 
progress; and 

	 •	 	creating an emotionally supportive and nonthreaten-
ing learning environment where learners feel safe and 
valued.
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7
Implications for Learning in School

What does the research we have discussed mean for learning in school? 
Our charge was to build on HPL I1 with a synthesis of research on learning 
from birth through adulthood, in both formal and informal settings. This body 
of work has implications for the work of educators in schools, particularly 
those who teach at the kindergarten to twelfth grade (K-12) levels. 

In previous chapters, we discussed the cultural nature of learning and the 
growing recognition that culture fundamentally shapes all aspects of learn-
ing, from the wiring of the brain to the way that communities and societies 
organize learning opportunities. We saw that there are many types of learn-
ing, which are supported by a suite of cognitive processes that the learner 
needs to coordinate and organize. We examined research on knowledge and 
reasoning, which indicates that developing expert knowledge brings both ad-
vantages and biases and that simple accumulation of knowledge is insufficient 
for tackling sophisticated learning tasks and approaching novel problems and 
situations. Finally, we described how an individual’s beliefs, values, interests, 
and identities play an integral role in learning and are themselves shaped by 
the learner’s experiences at home and in their communities.

All of these insights have implications for the way schools and classrooms 
are organized. In this chapter, we draw on findings from previous chapters to 
consider four implications for K-12 educators. First, we consider why attention 
to the cultural nature of learning is critical to the quality of every learner’s 
educational experience and examine research that illustrates specific impli-

1 As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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cations for instruction. Second, we briefly describe current thinking about 
how learning in different academic content areas requires approaches that 
take into account both general findings about learning and subject-specific 
differences. Third, we discuss instructional approaches that both engage and 
empower learners. Finally, we consider how understanding of the processes 
of learning has been brought to bear on the design of educational assessment. 

CULTURE AND LEARNING IN SCHOOL
The findings in HPL I remain valid today. However, as we discussed in 

Chapter 2, work from a variety of fields has contributed to a more nuanced 
understanding of the cultural nature of learning. The authors of HPL I rec-
ognized the importance of considering how culture influences knowledge 
transfer, noting, for example, that “school failure may be partly explained by 
the mismatch between what students have learned in their home cultures 
and what is required of them in school” (National Research Council, 2000, 
p. 72). What has since emerged from synthesis of work in fields including 
anthropology, cultural psychology, cognitive science, and neuropsychology is 
recognition of the cultural nature of learning and development for all learners 
and throughout life. For educators, this is important because the influences 
of environment and culture, from the molecular level to that of the broadest 
social and historical trends, affect what takes place in every classroom and 
every student. The characteristics of the learning environment, of educators, 
and of the students themselves are all shaped by their cultural context. 

In Chapter 2, we explained that taking a sociocultural view of learning 
means taking into account the social, emotional, motivational, cognitive, 
devel opmental, biological, and temporal contexts in which learning occurs. In 
short, the study of learning is the study of the relationships between learners 
and their environments. If taken seriously, these ideas can influence education 
practice in very specific ways. Ideally, educators play a key role in determining 
the nature of the learning experiences available to their students, and they 
can also shape their students’ inclination and capacity to take advantage of 
their learning environments.

A thorough review of the theoretical and research literature on the role 
of culture in education would require at least another book-length report. 
We note here that for some students the culture and practices of school are 
not markedly different from those they experience outside of school, while 
for others going to school is a cross-cultural experience that can bring chal-
lenges. Thus, we highlight a few points about school and classroom contexts 
that illustrate the fundamental importance of attention to culture in providing 
all students an equitable opportunity to learn and for redressing opportunity 
gaps (Ladson-Billings, 2006). 

When learners tackle a new task, they bring a wealth of previous knowl-
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edge and personal experience to the learning context. They often seek an entry 
point into the new material by attempting to connect to what they already 
know and to leverage existing strengths (e.g., knowledge and experience). 
Because learners share some experiences, knowledge, and goals but also bring 
unique perspectives, experiences, strengths, and skills, there will be variation 
in how learners engage with new tasks and demonstrate their learning (see 
Box 7-1). Learning happens as people move in and across the practices of 
everyday life (including home, school, and neighborhood), and people apply 
all sorts of learning as they navigate new situations and problems.

Optimal learning environments support this productive variation among 
learners in part by providing room for learners to interpret tasks and assess-
ments in ways that broadly leverage their individual strengths, experiences, 
and goals. A theoretical framework for this idea was put forward in a landmark 
1995 paper (Ladson-Billings, 1995). Since that time, educators and research-
ers have explored what it means to make teaching and learning relevant and 
responsive to the languages, literacies, and cultural practices of all students 
(see, e.g., discussion of culturally sustaining pedagogy in Paris [2012]). 

School and Classroom Contexts

Culture shapes every learning environment and the experience of each 
learner within that environment: learners who find the classroom environment 
unfamiliar, confusing, unwelcoming, or unsupportive will be at a disadvan-
tage. It has been well established elsewhere that attention to children’s and 
adolescents’ opportunity to learn—which is in large part determined by their 

BOX 7-1 Do Students Have a Dominant Learning Style?

Some ways of taking individual variation into account in instruction do 

not have empirical support. For example, the concept of learning styles 

reflects the belief that if the modes of presentation that are most effective 

for learners can be identified (e.g., visual versus oral presentation of new 

material), instructors can individualize presentations accordingly (Pashler et 

al., 2008). The appeal of this approach, which has gotten substantial public 

attention, is the premise that all students can succeed if the instruction is 

customized. However, experimental research has consistently shown that 

learning styles do not exist as described by the concept’s proponents, so 

categorizing and teaching children according to such styles is problematic 

(Dembo and Howard, 2007; Pashler et al., 2008).
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educational environments—is critical to addressing disparities among popula-
tion subgroups (see, e.g., Boykin and Noguera, 2011; Duncan and Murnane, 
2011; Reardon, 2011; Tate, 2001). Opportunity to learn is a multidimensional 
construct that encompasses not only the content available to students but also 
what teachers do in the classroom, the activities in which students engage, 
and the materials and other resources that are used to support instruction. 
These features of the learning environment are shaped by the broader culture 
in which educators are prepared and policy decisions are made—and those 
factors, in turn, are shaped by even broader cultural influences. 

Learning Environments

A learning environment is structured to promote particular ways of engag-
ing in a specific set of activities, and the features of every learning environment 
reflect the cultural context in which it is situated. A classroom’s culture is 
reflected in, for example, its physical features; the placement of chairs and 
desks or tables, the materials on the walls, and the resources available for use 
and reference all send signals about what is expected. Activities are structured 
to facilitate learning in a particular way in specific knowledge domains. The 
artifacts present in the room reinforce values, and researchers have suggested 
that cultural artifacts can have powerful cumulative effects on both adults and 
children (Azevedo and Aleven, 2013; Bell et al., 2012; Delpit, 1995). 

One small example of this can be seen in the displays of the alphabet il-
lustrated with animals (aardvark to zebra) that are ubiquitous in preschool and 
elementary classrooms. These educational resources, which are likely to show 
the animals as stylized representations or human-like characters—rather than 
in their natural habitats—reflect a particular cultural orientation. If the animals 
were shown in their typical habitats and engaged in natural behaviors, these 
kinds of representations might well encourage children to think “ecologically.” 
These sorts of subtle factors may affect how children organize their knowledge 
about animals (Medin and Bang, 2013; Winkler-Rhoades et al., 2010).

As another example, Bang and colleagues (in press), examined cultural 
differences in the illustrations in children’s books that either were or were not 
written and illustrated by Native Americans. They analyzed several features 
of the illustrations: the subjective distance from the reader to the illustrated 
object, established by the framing of the illustration (standard voyeur versus 
up-close or panoramic); perspective angle (straight-on view versus viewed 
from above or below); and the use of devices to encourage perspective taking, 
such as an “over-the shoulder” view (see Libby et al., 2009, for evidence that 
these devices are effective). The Native American–constructed illustrations 
were more likely to have up-close views, included a greater range of angles 
and distances, and were more likely to encourage perspective-taking (often 
from the perspective of an animal actor). The illustrations not created by Na-
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tive Americans predominantly took a voyeur perspective, placing the reader 
outside of the scene and looking in. 

These differences in illustrations parallel cultural differences some have 
observed between Native Americans and European Americans in whether 
experience of nature is foregrounded (e.g., a walk in the woods) or back-
grounded (e.g., playing baseball outdoors) (Bang et al., 2007). They also paral-
lel differences some have observed between the two cultures in typical goals 
for children or grandchildren in relation to the biological world. A European 
American goal might be, “I want my children to know they must respect na-
ture and have a responsibility to take care of it,” whereas a Native American 
goal might be, “I want my children to realize that they are a part of nature.” 
Cultural differences like these can have consequences for students who do 
not come from European American backgrounds and encounter a classroom 
that implicitly endorses European American perspectives.

There are also rules, explicit and implicit, to be followed in classrooms. 
They guide students’ sense about who can speak, when they can speak, and 
what are acceptable or valued forms of speech, as well as what it is appropri-
ate to say (Lee, 2001). Students and teachers also bring to a culturally defined 
classroom context their own individual cultural meaning system, derived from 
their out-of-school experiences in homes, neighborhoods, and communities. 
Students not already familiar with the rules inherent in the classroom culture 
are at a distinct disadvantage, compared with those who are (Rogoff, 2003; 
Serpell and Boykin, 1994; Tyler et al., 2006).

Some research has explored the larger context of schooling and the struc-
tures and practices that characterize classroom and school environments. Re-
searchers have proposed, for example, that the structures of rules, assignment 
of classes, and grading in secondary schools match poorly with adolescents’ 
needs for more space in which to make and take responsibility for decisions 
about actions and to practice self-regulation (Eccles and Midgley, 1989; Eccles 
et al., 1991, 1993a, 1993b; MacIver and Epstein, 1993). Research covering a 
broader age range suggests that ability grouping and other related practices 
may have negative effects on resilience and self-regulation (Blumenfeld et al., 
1987; Guthrie et al., 1996; Urdan et al., 1998; Wilkinson and Fung, 2002). 

Moreover, students who appear to be unmotivated may see themselves 
for various reasons as marginalized in a community (e.g., MacLeod, 1987, 
1995; Willis, 1977). More recent work has examined three school phenomena 
that are related to delinquency (academic failure, suspension, and drop-out) 
at the elementary, middle, and high school levels (Christle et al., 2005). The 
researchers found that school characteristics, such as supportive leadership, 
dedicated and collegial staff, schoolwide behavior management, and effective 
academic instruction, helped to minimize the risk of delinquency. Furthermore, 
students who reported a sense of belonging and connection with school were 
less likely to fail, be suspended, or be expelled.
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Negative Consequences of Bias

Much has been written in the past two decades about the subtle ways that 
unrecognized assumptions about cultural differences affect learning (see, e.g., 
Banks and McGee, 2010; Erickson, 2010). This effect of cultural differences 
may be extremely negative. For example, teachers’ unexamined biases regard-
ing gender and race may influence their expectations and interpretations of 
even very young children’s behavior, as research on disparities in the use of 
serious disciplinary measures such as suspension and expulsion in preschool 
settings suggests (Gilliam et al., 2016). Variation in the application of such 
serious disciplinary actions across racial groups is well documented among 
older students and has been associated with teachers’ mindsets (Okonofua 
et al., 2016). As Erickson (2010, p. 34) noted, the way teachers “choose to 
frame cultural difference has a profound influence on students’ understanding 
of what is being asked of them instructionally and their motivation to learn.” 

The effects of culturally based expectations may be even more subtle 
and potentially harmful. We have discussed in Chapter 2 and 3 evidence that 
observed differences in many cognitive processes and functions, such as at-
tention and memory, have a cultural basis. Recent work by Heidi Keller (2017) 
has highlighted the extent to which expectations about learners’ development 
reflect unexamined assumptions that the pathways typical in middle-class 
western populations are the normal healthy ones, the benchmark against 
which children from other cultures should be assessed. This work suggests 
that “evaluating the development in one pathway with the principles and 
standards of the other is unscientific and unethical” (Keller, 2017, p. 833).

The effects of such expectations is illustrated by controversy over the rela-
tionship between the richness of a mother’s speech and her child’s vocabulary 
development and academic outcomes such as grades, a relationship known 
as the word gap (Huttenlocher et al., 2002). Efforts to encourage parents to 
talk more with their children (e.g., the Thirty Million Words Initiative2) have 
been based on this finding. However, it is important to recognize that speak-
ing continuously to one’s child—which is typical among middle-class parents 
in the United States—is just one of many ways to foster learning (see Avineri 
et al., 2015). Children also learn through engaging in creative play on their 
own, interacting with others, and observing cultural norms (e.g., Lareau, 
2011; Rogoff, 2003). 

Shifting from “Deficit” to “Asset” Models

Learning in school may be facilitated if the out-of-school cultural prac-
tices of students are viewed as resources, tools, or assets. If the cultural 

2 See http://thirtymillionwords.org [November 2017].
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 practices recognized and accepted in one context are recognized and accepted 
in another, that consonance will facilitate engagement and learning. This idea 
has sometimes been associated with a “deficit” model of cultural difference, in 
which consideration of cultural differences among students is conceived as a 
way to compensate for academic disadvantages that some groups may share. 
We want to highlight the importance of shifting away from this model to a 
view that each student brings a unique combination of assets to the classroom 
and that every student’s learning is fostered in an environment that takes those 
assets into account. 

A key dimension of creating equitable classrooms involves building a 
classroom environment where all students’ ideas are valued. In such class-
rooms, teachers support students as they explicate their ideas, make their 
thinking public and accessible to the group, use evidence, coordinate claims 
and evidence, and build on and critique one another’s ideas (Michaels and 
O’Connor, 2012). Group norms of participation, respect for others, a willing-
ness to revise one’s ideas, and equity are all critical elements of this kind of 
classroom environment (Calabrese Barton and Tan, 2009; Duschl and Osborne, 
2002; Osborne et al., 2004; Radinsky et al., 2010; Sandoval and Reiser, 2004). 

One way to integrate culture as a resource is the cultural modeling ap-
proach to classroom instruction (Lee et al., 2003). This model is designed to 
engage students from nondominant backgrounds by guiding them to see con-
nections between their own cultural experiences and the disciplinary ideas 
and ways of thinking being taught. 

In one study of cultural modeling, Lee (2006) investigated how African 
American students can be encouraged to apply their understanding of every-
day narratives with which they were familiar (e.g., rap lyrics) to their reading 
of material being taught in class. Teachers who were able to explicitly make 
these links guided their students to focus on how readers figure out what texts 
mean. The students’ knowledge about the meaning of the everyday texts al-
lowed them to act as interpretive authorities and then apply that experience 
in approaching other material. By making familiar home- or community-based 
practices visible in the classroom, this approach helps students feel comfort-
able with learning objectives and view them as accessible.

There is also evidence that when cultural practices are regarded as assets 
in the classroom, students’ motivation and achievement may increase (Boykin 
and Noguera, 2011). For example, researchers have found that many African 
American students prefer communal learning contexts (Dill and Boykin, 2000; 
Hurley et al., 2005), and when school instruction incorporates opportunities 
for students to work together, their learning can show striking improvements 
(Boykin et al., 2004; Hurley et al., 2005, 2009; Serpell et al., 2006). 

The Funds of Knowledge framework, originally developed in the 1990s, 
has been an influential example of using detailed analysis of skills and knowl-
edge students are familiar with to link their unique experiences to instruction 
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(Moll et al., 1992). This framework emerged out of collaborations between 
teacher-researchers and families of students living on the United States–Mexico 
border. Funds of knowledge, as described by Moll and colleagues (1992), are 
the valuable understandings, skills, and tools that students maintain as a part 
of their identity. Families have funds of knowledge from aspects of everyday 
life, such as fixing cars, working in a business, or building homes. Though 
often overlooked by teachers and the school community, students’ funds of 
knowledge can be used as valuable resources in the classroom if the teacher 
solicits and incorporates them in the classroom. More recent work has built 
on this idea, exploring how this practice can capture students’ imaginations 
and foster deeper understanding of domain knowledge (Lee, 2001; Rogoff, 
2003) and how the skills, abilities, and ideas students have developed outside 
of school can be applied in a range of school contexts. 

Another way to capitalize on the connections between cultural life and the 
classroom is to create third spaces: social environments that emerge through 
genuine dialogue between teachers and students. These environments are 
co-constructed by teachers and students and provide a space for students to 
elaborate on and incorporate their own personal narratives and experiences 
into the larger classroom space (Gutiérrez, 2008; Gutiérrez et al., 1995). These 
kinds of shared spaces can establish links between the types of knowledge 
and discourse (funds of knowledge) students experience outside of school 
and the conventional knowledge and discourses valued by schools (Moje 
et al., 2004). An ethnographic study of students in a middle school science 
classroom showed not only that students’ funds of knowledge can be valuable 
resources for making sense of school texts but also how often students needed 
to be prompted and encouraged to draw on these funds in classroom contexts 
(Moje et al., 2004). Another ethnographic study, of critical literacy among male 
African American high school students, illustrates this point (Kirland, 2008). 
In this study, students who explored themes of revenge, racism, xenopho-
bia, and the social consequences of difference and intolerance through close 
reading of scenes from the Iliad and comic strips such as Batman and X-Men 
demonstrated rich and sophisticated understanding. 

Research in out-of-school contexts has the potential to expand educators’ 
understanding of students’ repertoires of knowledge and skill. For example, 
Morrell (2008) documents how youth in under-resourced communities gained 
academic and other skills through research projects related to educational eq-
uity and youth empowerment. Gutiérrez (2008) describes a long-term project 
with youth from migrant farmworker backgrounds, which was designed to 
build their academic and personal goals. Pinkard and colleagues (2017) found 
similar benefits in a study of Digital Youth Divas,3 an out-of-school program 

3 See http://digitalyouthnetwork.org/project/digital-divas [November 2017].
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that supports middle school girls’ interests in science, technology, engineer-
ing, and mathematics activities through virtual and real-world communities. 

DISCIPLINE-SPECIFIC LEARNING
Academic disciplines each involve characteristic ways of thinking and 

intellectual challenges, and an important goal in both K-12 and postsecondary 
education is to develop students’ facility with the modes of thought in the 
subjects they study. Without becoming conversant with the academic language 
used within and across content areas, students cannot readily engage in the 
type of deep learning that will enable them to go beyond the memorization 
of facts (Gee, 2004). For example, scholars have identified what it means to 
“talk science” (Lemke, 1990) or to participate in “the discourse of mathemat-
ics” (Cobb and Bauersfeld, 1995; also see, e.g., National Research Council, 
2005, 2007).

Goldman and colleagues (2016) conducted a “conceptual meta-analysis” 
in which they identified the reading, reasoning, and inquiry practices associ-
ated with the disciplines of literature, science, and history. They used the 
following five core constructs to characterize knowledge across disciplines: 

1.  Epistemology, that is, beliefs about the nature of knowledge and the 
nature of knowing 

2.  Inquiry practices and strategies of reasoning 
3.  Overarching concepts, themes, and frameworks 
4.  Forms of information representation, including different types of texts
5.  Discourse practices, including the oral and written language used to 

convey information

Whereas each of these five constructs can be found across disciplines, the 
particular forms of a construct typical of a discipline—that is, the paradigms of 
the construct used in that discipline—differ from one to another. Therefore, 
knowing which forms of a construct are essential to the way a discipline or-
ganizes and conveys information helps educators teach in discipline-specific 
ways.

To illustrate, when learning history in a discipline-specific manner, 
 students are supported in experiencing history as a process of investigation. 
Students might construct interpretations of historical events as they read pri-
mary and secondary texts, attending to the perspectives of the texts’ authors, 
the contexts in which the texts were generated, and the ways in which the 
texts corroborate, or fail to corroborate, one another (see Bain, 2006). Simi-
larly, when learning science in a discipline-specific manner, students might 
generate and test explanations for scientific phenomena through investigations 
in which they collect and analyze data or interpret data collected by others 
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(Chin and Osborne, 2012). In literary reasoning, readers draw on a repertoire 
of beliefs, experiences, rhetorical knowledge, and knowledge of literature to 
engage in argumentation about the meanings of literary texts (Lee et al., 2016).

These variations across subject areas in the structure of knowledge, 
epistemologies, and disciplinary practices are as important to the design of 
effective learning experiences for students as the general principles of learning 
discussed in previous chapters. Indeed, the growing bodies of evidence related 
to learning in specific disciplines are supporting current efforts to improve K-12 
education. These accounts of disciplinary learning are informed by insights 
from the learning sciences that becoming more proficient in a domain is not 
simply a matter of acquiring knowledge. Rather, learning in a content area 
involves a process of engaging in disciplinary practices that require learners 
to use knowledge in the context of discipline-specific activities and tasks. 

A summary of promising approaches in each of the subjects taught in 
school is beyond the scope of this chapter. Several reports by National Acad-
emies study committees have summarized some of the major findings related 
to learning in the disciplines. These include a follow-on volume to HPL I titled 
How Students Learn (National Research Council, 2005) that explored learning 
in history, mathematics, and science; America’s Lab Report: Investigations 
in High School Science (National Research Council, 2006), Taking Science 
to School: Learning and Teaching Science in Grades K-8 (National Research 
Council, 2007), Adding It Up: Helping Children Learn Mathematics (National 
Research Council, 2001b), and Mathematics Learning in Early Childhood: 
Paths Toward Excellence and Equity (National Research Council, 2011b). In 
the section below, we give a broad overview of learning in the disciplines of 
mathematics, science, and history drawing on these resources.

Mathematics

The components that constitute proficiency in mathematics were articu-
lated in the National Academies report Adding It Up (2001b, p. 107). The five 
strands of mathematical proficiency are

1.  Conceptual understanding, which refers to the student’s comprehen-
sion of mathematical concepts, operations, and relations

2.  Procedural fluency, or the student’s skill in carrying out mathematical 
procedures flexibly, accurately, efficiently, and appropriately 

3.  Strategic competence, the student’s ability to formulate, represent, and 
solve mathematical problems 

4.  Adaptive reasoning, the capacity for logical thought and for reflection 
on, explanation of, and justification of mathematical arguments 

5.  Productive disposition, which includes the student’s habitual inclina-
tion to see mathematics as a sensible, useful, and worthwhile subject 
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to be learned, coupled with a belief in the value of diligent work and 
in one’s own efficacy as a doer of mathematics 

These five strands are interwoven and interdependent in the development 
of proficiency in mathematics. This means that instruction in mathematics needs 
to address all five strands. Traditional instruction in mathematics, however, has 
typically focused on procedural fluency (National Research Council, 2001b). 
In order to develop mathematical proficiency as described above, significant 
instructional time needs to be devoted to developing concepts and strategies, 
engag ing in discussions, and practicing with feedback (National Research 
 Council, 2001b). Discussions in the classroom need to build on students’ 
thinking, and attend to relationships between problems and solutions and 
to the nature of justification and mathematical argument (National Research 
Council, 2001b). 

Science

Similarly, a report from the National Research Council on learning sci-
ence in kindergarten through eighth grade (National Research Council, 2007) 
described four strands of scientific proficiency.

1.  Know, use, and interpret scientific explanations of the natural world
2.  Generate and evaluate scientific evidence and explanations 
3.  Understand the nature and development of scientific knowledge
4.  Participate productively in scientific practices and discourse

The four strands work together in the process of learning such that ad-
vances in one strand support and advance those in another. The strands are 
not independent or separable in the practice of science or in the teaching and 
learning of science (National Research Council, 2007). 

In contrast to these four strands, traditional views of science learning 
focused on individual learners’ mastery of factual knowledge. As a result, 
lecture, reading, and carrying out pre-planned laboratory exercises to confirm 
already established findings were common instructional strategies (National 
Research Council, 2007, 2012a). Contemporary views of science learning and 
teaching instead emphasize engaging students in the practices of a science 
framework including asking questions, developing and using models, carrying 
out investigations, analyzing and interpreting data, constructing explanations, 
and engaging in argumentation (National Research Council, 2012a). 

This kind of approach is reflected in the “Guided Inquiry Supporting 
Multiple Literacies” model, which engages early elementary school students 
in scientific inquiry and the use of scientific practices (Hapgood et al., 2004). 
In a classroom-based study, the researchers designed a scientist’s notebook 
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that was used to introduce children to the ways in which a scientist formulates 
research activities that could answer questions about a real-world phenom-
enon, models the phenomenon, systematically gathers and interprets data, 
tests his ideas with scientific colleagues, and revises claims based on chal-
lenges from peers and new data (Magnusson and Palincsar, 2005; Palincsar 
and Magnusson, 2001). They found that second-grade students taught with this 
approach improved their ability to use data as evidence, to interpret multiple 
representations, and to model scientific phenomena (e.g., the relationship 
between mass and momentum). 

History

As noted in HPL I, learning history requires students to learn about the 
assumptions historians make when connecting events into a narrative. Stu-
dents must learn to determine why particular events were singled out from 
among all possible ones as being significant; in doing so they understand not 
only the interpretive nature of history, but also that history is an evidentiary 
form of knowledge. 

De La Paz and colleagues (2017) explored the use of an apprenticeship 
model to support eighth-grade students in historical writing, which they de-
fine as “an interpretation based on evidence that makes an argument about 
another place and time” (p. 2). They enlisted teachers in a large urban district 
to participate in the treatment condition and identified another group who 
participated in a comparison condition. The intervention began with teachers 
modeling and thinking aloud about the ways historians engage in historical 
thinking and writing. Students then engaged in such disciplinary practices as 
identifying and contextualizing primary sources, discussing and evaluating 
evidence, examining and developing historical claims and arguments, and 
writing narrative accounts of their work. The students’ writing products were 
evaluated for their general quality and for specific attributes of historical writ-
ing. On all writing measures, students in the treatment group outperformed 
students in the comparison condition; this finding applied to both higher-
proficiency-level readers and those who struggled academically. 

Stoel and colleagues (2015) developed a pedagogical framework to foster 
students’ ability to reason causally about history. The framework was designed 
to include five pedagogical strategies: (1) inquiry tasks, (2) social interaction, 
(3) situational interest, (4) teaching domain-specific strategies for history, and 
(5) epistemological reflections on history knowledge and reasoning. In this 
quasi-experimental study, students were taught explicit disciplinary practices 
through strategy instruction, concept instruction, and introduction to the 
epistemological underpinnings of history. For a control group of students, 
there was no explicit attention to historical thinking. 
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Both sets of students worked cooperatively in groups of three on an 
inquiry task in which they investigated the outbreak of World War I. The re-
searchers found that both the students who were taught using the pedagogical 
framework and the control students gained first-order knowledge, defined as 
concrete and abstract knowledge about the past and the event being studied 
(VanSledright and Limón, 2006). However, only the students taught using 
the disciplinary strategies gained second-order knowledge: knowledge of the 
concepts historians use to construct narratives and arguments about the past. 

Reisman (2012) designed a quasi-experimental study to measure the im-
pact of a curriculum intervention for juniors and seniors in secondary school 
on historical reading, content knowledge, and reasoning. The students in the 
study, from five urban high schools, were taught using a curriculum called 
“Reading Like a Historian,” in which document-based lessons on a histori-
cal problem are the basis for student investigations. Each lesson followed a 
repeated sequence that included development of background knowledge 
on the topic, independent or small group reading and analysis of historical 
documents, and whole-class discussion of the documents and their meaning. 
As in other history-specific interventions, the study teachers explicitly taught 
corroboration, contextualization, and sourcing. Students in the treatment 
condition repeatedly applied these strategies in reading historical documents. 
They outperformed their control-group peers on several outcome measures, 
including measures of generic reasoning, reading comprehension, and histori-
cal reading (Reisman, 2012). 

Nokes and colleagues (2007) tested the effect on students’ historical 
content learning and disciplinary approaches to reading in history of four 
interventions, which used (1) traditional textbooks and content instruction, 
(2) traditional textbooks with heuristics (teaching of strategies) for reading 
historical documents, (3) multiple texts and content instruction, or (4) multiple 
texts with heuristic instruction. The heuristic instruction used in interventions 
2 and 4 explicitly guided students in the use of sources, corroboration, and 
contextualization. More than 200 students from eight classrooms in two high 
schools were distributed across the four treatment groups. After 3 weeks, 
students were assessed on their content knowledge and ability to apply 
discipline-specific approaches to reading in history. 

The researchers found that students using multiple documents (interven-
tions 3 and 4) made the greatest gains in content knowledge and the greatest 
gains in knowledge in the use of the heuristic while reading. Those who 
learned from and interacted with multiple texts learned more content, had 
higher reading-comprehension scores, and sourced and corroborated more 
often that the other two treatment groups in the study. The researchers em-
phasized that their study “highlights the importance of reading multiple texts 
to deepen content knowledge and facilitate the use of heuristics that historians 
typically use” (Nokes et al., 2007, p. 11). 
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As highlighted throughout this section, the different academic disciplines 
have characteristic ways of thinking and intellectual challenges that reflect 
the disciplinary differences in epistemology, discourse, representations, and 
practices. Acknowledging these distinctions is crucial for disciplinary-specific 
teaching.

ENGAGING AND EMPOWERING LEARNERS
A part of what is accomplished when educators attend to the culture of 

the classroom environment and the cultural perspectives students bring to 
their learning is that learners are better supported in taking charge of their 
own learning. The authors of HPL I touched on the importance of empowering 
learners. For example, they recommended using a metacognitive approach to 
instruction to help students take control of their own learning. They advocated 
that schools and classrooms be “learner-centered” places, where educators 
pay attention to learners’ attitudes and expectations about learning (National 
Research Council, 2000, p. 24). Many of the topics we have discussed in this 
report build on these ideas. Strategies we have discussed for fostering specific 
types and functions of learning are primarily ways of supporting the learner 
in actively making progress and improvements for herself. 

In the committee’s discussions of learning types and the developing brain 
(Chapter 3), processes supporting learning (Chapter 4), knowledge and reason-
ing (Chapter 5), and motivation to learn (Chapter 6), we identified a number 
of specific implications of learning research for learners. A theme in these 
findings is that people learn better when they are aware of and direct their 
own learning and when they engage in learning activities that pose a challenge: 

•	 	In Chapters 3 and 4, we noted that teachers can guide learners in 
developing sound academic habits by offering rewards, that effective 
feedback targets the specific stage a learner has reached and offers 
guidance the learner can immediately apply, and that helping learners 
establish connections with knowledge they already have assists them 
in learning new material. We noted that when learners are guided in 
constructing conceptual models for themselves, such models are par-
ticularly useful in helping them understand and organize what they are 
learning.

•	 	In Chapter 5, we noted that practices such as summarizing and draw-
ing, developing their own explanations, or teaching others, all help 
learners remember information they are learning. In that chapter, we 
concluded that what effective memory strategies share is that they 
encourage learners to go beyond the explicit material, to enrich their 
mental representation of information, and to create organized and 
distinctive knowledge structures.
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•	 	In Chapter 6, we described ways to foster students’ feelings of 
 autonomy, competence, and academic achievement, such as giving 
them the opportunity to make meaningful choices during instruction 
and, more generally, supporting their sense of control and autonomy.

Each of these points contributes to the general finding that educators 
can foster learning of many kinds and in many situations through strategies 
that provide enough support so that students can be successful but that also 
encourage and allow students to take charge in small and large ways of their 
own learning. In this section, we explore several ways of thinking about how 
learners become engaged and empowered. We first look briefly at the challenge 
of regulating one’s own learning. We then examine the evidence regarding 
some instructional strategies for engaging and guiding learners.

Self-Regulated Learning 

HPL I noted that the capacity for self-regulation, like the beginnings of 
other aspects of metacognition, is evident in very young children and develops 
gradually with their growing knowledge and experience. As part of develop-
ing “strategic competence,” that report noted, children come to understand 
“how to go about planning, monitoring, revising, and reflecting upon their 
learning” (National Research Council, 2000, p. 112). The growing body of 
research in this area has, however, highlighted not only how difficult it is for 
people to regulate their own learning but also the corresponding value of 
training to improve this capacity. 

Either accurately monitoring or controlling one’s learning poses its own 
distinct challenges. Learners need effective strategies to accomplish these 
things, and if metacognitive monitoring is inaccurate, then any decisions or 
choices the learner makes are likely to be off kilter. Even before HPL I was 
published, researchers had identified strategies that appear to support stu-
dents in pursuing learning goals. These are ways in which learners process 
the content to be learned and the skills associated with learning to learn. 
Methods for teaching these strategies have been characterized as a learning-
to-learn approach.

Recent meta-analyses provide overviews of research on learning strate-
gies, including some that relate to self-regulation and others that do not. 
Hattie and Donoghue (2016) summarized the findings of 228 meta-analyses 
of the literature. They identified more than 400 learning strategies; for 302 of 
those strategies, a relationship could be demonstrated between their use and 
academic achievement outcomes. They found that the critical elements in the 
effective strategies were (a) the will to invest in learning, (b) curiosity and a 
willingness to explore what one does not know, and (c) the skills associated 
with coming to a deeper understanding of content. We note that these authors 
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adopted a very broad definition of “strategy” and included ways of managing 
the environment (e.g., providing student control over learning and lessons 
in time management), as well as participation structures (e.g., peer tutoring 
and collaborative/cooperative learning). 

This work does not directly answer the question of how learners might 
be trained specifically to improve their capacity for self-regulated learning in 
ways that transfer beyond a particular study skill or strategy. A recent review 
summarized findings from studies that explored approaches to training for self-
regulation in general (not just as it applies to learning), based on three different 
theoretical models of the primary drivers of self-regulation (Berkman, 2016). 
The three models focus on (1) strength (self-regulation is a strength or ability 
that can be deployed in any domain), (2) motivation (the key is developing 
the motivation or will to regulate one’s self), and (3) cognitive processes (the 
key is mobilizing cognitive functions by, e.g., developing a habit or changing 
beliefs about self-efficacy). The review found that interventions based on each 
of these models have shown benefits but only limited indications that they 
improve self-regulation in general.

The idea of teaching self-regulation is appealing to parents and educators, 
and numerous sources offer practical tips for doing this.4 A review article that 
examined research on teachers’ roles in teaching self-regulation concluded 
that active involvement in one’s learning is associated with positive academic 
outcomes and that teachers can promote this involvement by such measures 
as guiding students toward meaningful goals and strategies, monitoring their 
motivation, and providing useful feedback (Moos and Ringdal, 2012). These 
authors described a slightly different framing of models of self-regulation, re-
flecting the complexity of this active research domain, but they also highlighted 
important concepts such as forethought, performance control, self-reflection, 
cognition, and motivation. Regardless of the model, Moos and Ringdal (2012) 
suggested, the studies they reviewed support the idea that teachers can foster 
self-regulation in their students but need training to do so. 

The research literature has not yet definitively identified training methods 
that have been shown to develop learners’ self-regulation capacity in a way 
that transfers beyond the skills directly trained. It has not thoroughly addressed 
questions about the role of culture in self-regulation processes, suggested by 
studies such as a recent one on self-concepts and socialization strategies in 
preschoolers from Cameroon and Germany (Lamm et al., 2017). However, as 
the author of the overview of research on training noted, “there is disparate 
yet tantalizing evidence that self-regulation can be improved with training” 

4 Examples can be found at https://www.naeyc.org/files/yc/file/201107/Self-Regulation_Florez_ 
OnlineJuly2011.pdf [October 2017]; http://www.pbs.org/parents/adventures-in-learning/2015/ 
11/games-that-teach-self-regulation [October 2017]; http://teacher. scholastic.com/professional/ 
bruceperry/self_regulation.htm [October 2017]; https://iris.peabody.vanderbilt.edu/module/sr/
cresource/q1/p02 [October 2017].
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(Berkman, 2016, p. 454). We note some promising areas of research on this 
topic in Chapter 9. 

Instructional Approaches for Engaging the Learner

As we learned in the preceding chapters, humans’ drive to understand is 
powerful. People have an innate capacity to impose meaning on their experi-
ences. This propensity has the potential to be a powerful engine for learning 
if it is directed at suitable tasks and activities. On the other hand, if students 
are asked to engage in artificial, decontextualized tasks, they will develop 
coping strategies that make sense for those situations, but such strategies will 
simply amount to “doing school.” In this section, the committee looks briefly 
at ways to make school activities an “invitation to thinking.” Two instructional 
approaches intended to engage and challenge learners in the ways we have 
discussed—problem- and project-based learning and collaborative learning—
have received considerable attention from researchers. 

Problem- and Project-Based Learning

Problem- and project-based learning are strategies that promote learn-
ers’ engagement in learning challenges by focusing on long-term goals (Shah 
and Kruglanski, 2000). Problem-based learning began with efforts in medical 
education to support medical students in mastering a broad range of content 
knowledge and clinical practice. The term refers to a family of instructional 
approaches that focus less on the learning outcome than on a learning process 
organized around a question or problem. The challenge should be one that 
drives students to grapple with central concepts and principles of a discipline 
and to develop constructive investigations that resemble projects adults might 
do outside of school (Condliffe et al., 2016). 

Research showing benefits of this approach includes work with stu-
dents in elementary and middle grades and in a variety of settings, though 
primarily in social science and science classrooms (see, e.g., Ferretti et al., 
2001; Halvorsen et al., 2012; Kaldi et al., 2011; Parsons et al., 2011; Rivet and 
Krajcik, 2004). In general, these researchers designed project-based units for 
students that engaged them in challenges, such as figuring out how machines 
make it easier to build big things or building a model aquarium, and involved 
them in a wide variety of activities. Researchers used a variety of methods 
to assess learning outcomes and identify features that were effective and to 
document positive results. However, Condliffe and colleagues (2016) have 
noted that while there is a growing research literature, most studies exploring 
the relationship between project-based learning and student outcomes are not 
designed in a way that supports causal inferences. They have urged caution 
in making claims about the efficacy of this approach. We note also that the 
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theoretical frameworks for problem-based learning are relatively abstract and 
thus do not easily support firm conclusions about how to design and imple-
ment problem-based instruction.

Researchers have also examined questions about implementing this ap-
proach. For example, there are questions about how much independence it 
is optimal for students to have, how much guidance and instruction teachers 
should provide, and whether a problem-based curriculum designed externally 
and provided to the teacher can yield the same benefits as one devised by the 
teacher (Barron and Darling-Hammond, 2008; Halvorsen et al., 2012; Thomas, 
2000). This debate highlights the time and effort needed to design and execute 
this kind of instruction, as well as questions about the challenges of meeting 
required academic objectives with this approach (Herzog, 2007). 

Collaborative Learning

Recognition that learning is not an isolated process that occurs solely in 
the individual learner’s mind has focused a number of researchers’ attention 
on the classroom environment as a learning community, and on how students’ 
interactions among themselves and with their teachers influence learning (see, 
e.g., Brown and Campione, 1995; McCaslin and Burross, 2011). One focus 
of this work has been on collaborative learning, in which peer members of a 
group each contribute their thinking as the group executes a complex task 
(e.g., revising and refining a scientific model), having been given the authority 
to divide the labor, develop relations of power and authority, and otherwise 
navigate the task demands (Roschelle, 1992). Many of the features associated 
with instruction based on collaborative learning align with the findings from 
earlier chapters we highlighted above. For example, students take responsi-
bility for learning and are encouraged to reflect on their own assumptions 
and thought processes, facilitated by the teacher (Kirschner and Paas, 2001). 

Several meta-analyses have examined the benefits of group learning across 
content areas (see Slavin et al., 2008, for studies specific to reading, and Slavin 
and Lake, 2008, for studies specific to mathematics; also see Johnson et al., 
2000). Benefits that have been associated with cooperative learning, when 
contrasted with competitive or individualistic experiences, include positive 
social acceptance among group members, greater task orientation, greater 
psychological health, higher self-esteem, and increased perspective taking. 
These studies indicate that these benefits occur when the group members 
have mutual learning goals and each member feels responsible for the learning 
of every member (Johnson et al., 2000). 

One particular form of cooperative learning, complex instruction, was 
designed to promote equity (Cohen and Lotan, 1997; Cohen et al., 1999). 
In this approach, the groups must be engaged in an open-ended task that is 
structured such that the participants are interdependent in completing the 
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task. The structure of the task positions students to serve as academic and 
linguistic resources to one another. An example of such a task would be 
pursuing the question “Why do people move?” by studying the experiences 
of various immigrant groups from Central and South America. This question 
is complex, and addressing it adequately requires assessing a broad range of 
potential explanatory factors, including relief from economic hardship, seeking 
political asylum, and the desire for a better life for oneself and/or one’s family. 

Drawing on multiple resources (e.g., diaries, photographs, journals, news 
stories, texts), students construct an understanding of the multiple factors that 
influence immigrants’ choices. There is no one right answer; the task is both 
inherently uncertain and open-ended, both with respect to the responses the 
students will arrive at regarding the question and the processes they will use 
to generate their responses. Teachers are guided to pay particular attention 
to unequal participation of students. For example, the teacher can emphasize 
that the issues the group is considering are open to interpretation, that there is 
no one right answer, and that the work group must work to consensus regard-
ing their group product. Furthermore, the activities call on multiple abilities, 
so that all students can contribute their respective strengths (e.g., in writing, 
graphics, or information gathering). Teachers also encourage students to ex-
plore alternative solutions and examine issues from a variety of perspectives.

Technology, particularly Internet-based resources, has opened up new av-
enues for collaborative learning and has provided new tools that have given rise 
to a research focus on computer-supported collaborative learning (Goodyear et 
al., 2014; Graesser, 2013). Research on collaborative learning that takes place 
through mediated Internet networks has pointed to the importance of the 
design of the learning experience and has suggested that successful tasks are 
those that (a) allow learners to take control of elements of the lesson (Kershner 
et al., 2010), (b) provide supports and multiple resources for making sense of 
and connecting complex ideas (Means et al., 2015), and (c) provide learners 
the means to share multiple representations of their learning (Scardamalia and 
Bereiter, 2006).

ASSESSING LEARNING
Assessment can drive the process of learning and motivation in a positive 

direction by providing feedback that identifies possible improvements and 
marks progress. It is most effective when the design of assessment reflects 
understanding of how people learn.

Assessments in K-12 education are directed to a range of audiences. 
Students need information about whether they are learning intended sub-
ject matter and skills. Teachers want to know whether their pedagogical 
approaches are helping individual students learn and helping their classes 
progress. Parents want to know whether their children are learning important 
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material. Stakeholders—from school, district, and state officials to leaders in 
postsecondary education, business, and the federal government—need this 
information to make policy decisions about areas of success, improvement, 
and needed actions. Assessments provide essential feedback for the improve-
ment of learning and schooling. 

Pellegrino (2014) found that assessments in K-12 educational settings are 
used for the following purposes:

•	 	To assist learning in the classroom (also known as formative assess-
ment). These assessments provide specific information about what an 
individual student has or has not learned about the material that has 
been taught. This information provides feedback to students about 
progress and helps teachers shape instruction to meet the needs of 
individual students. 

•	 	To assess individual achievement or level of competency after comple-
tion of a period of schooling such as at the end of a school year or end 
of course. These are also known as summative assessments.

•	 	To evaluate programs and institutions and monitor learning at the 
school, district, state, or national level. These assessments are usually 
more removed from the classroom. They may reflect content of state 
standards, for example, rather than material covered in any particular 
classroom.

No one test or assessment can serve all purposes for all audiences. Al-
though tests used for differing purposes can look quite different, they need 
to be aligned with each other in order to support learning. Systems of as-
sessment need to be carefully designed using a broad range of assessment 
strategies tailored to these different purposes (National Research Council, 
2001a, 2006, 2014).

Providing Feedback to Learners

Formative assessment conducted in classrooms can generate meaning-
ful feedback about learning to guide choices about next steps in learning 
and instruction (Bennett, 2011; Black and Wiliam, 2009; Valle, 2015). When 
grounded in well-defined models of learning, assessment information can 
be used to identify and subsequently narrow the gap between current and 
desired levels of students’ learning and performance. It does so by providing 
teachers with diagnostic information about student misunderstandings and 
thus guiding teachers’ decisions about how to adjust instruction and students’ 
decisions about how to revise their work and adjust their learning processes.

An overall positive association between formative assessment and student 
learning has been found in both early influential reviews (Bangert-Drowns et 
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al., 1991; Black and Wiliam, 1998) and more recent meta-analyses (Graham 
et al., 2015; Kingston and Nash, 2011). The positive effects hold across differ-
ent age groups, core school subjects, and countries (Chen, 2015).

However, not all kinds of feedback are equally effective (Ruiz-Primo and 
Li, 2013; Shute, 2008; Van der Kleij et al., 2015; Wiliam, 2010, 2013). Effec-
tive formative assessment articulates the learning targets, provides feedback 
to teachers and students about where they are in relation to those targets, and 
prompts adjustments to instruction by teachers, as well as changes to learn-
ing processes and revision of work products by students (Andrade, 2016). 
Research suggests that feedback is most effective when it is 

•	 	focused on the task and learning targets; that is, detailed and narrative, 
not evaluative and graded; 

•	 	delivered in a way that is supportive and aligned with the learner’s 
progress; 

•	 	delivered at a time when the learner can benefit from it; and 
•	 	delivered to a receptive learner who has the self-efficacy needed to 

respond. 

Recent studies are contributing to a more nuanced understanding of the 
features of effective feedback. Feedback may address how tasks are understood 
and performed. It may address the self-monitoring, regulating, and directing 
of actions needed to accomplish the tasks, or provide personal evaluations of 
the learner (Hattie and Timperley, 2007). Because learners’ judgments about 
and capacity to manage their own learning are often imperfect, researchers 
have explored ways to use accurate feedback to help them learn (Andrade, 
2016; Zimmerman, 2002). Examples include strategies for developing students’ 
self-evaluation skills in the context of mathematics and geography (Ross and 
Starling, 2008; Ross et al., 2002), and for guiding students in using peer- and 
self-evaluation together (Andrade, 2016; Topping, 2013).

Connecting Assessment to Evidence about How Students 
Learn

The National Research Council report Knowing What Students Know 
described three necessary components of a valid assessment system: “a model 
of student cognition and learning in the domain, a set of beliefs about the kinds 
of observations that will provide evidence of students’ competencies, and an 
interpretation process for making sense of the evidence” (National Research 
Council, 2001, p. 44). The model of student learning should be consistent with 
the research about how learners represent knowledge and develop expertise; 
it serves as the unifying basis for assessment design. The observations consist 
of identified assessment tasks or situations that will allow students to provide 
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evidence about their learning. The interpretation method provides a way to 
make sense of the observations and can range from statistical models to intui-
tive or qualitative judgements. “These three elements—cognition, observation, 
interpretation—must be explicitly connected and designed as a coordinated 
whole” (National Research Council, 2001, p. 2).

Ten years later, Brown and Wilson noted that most assessments still lacked 
an explicit model of cognition, or a theory about how students represent 
knowledge and develop competence in a subject domain. They argued that 
without a model of cognition, assessment designers, presumably including 
classroom teachers, are handicapped by largely implicit knowledge of how 
understanding develops, with no clear guidance on how to create meaningful 
assessments. However, recent promising developments have suggested ways 
that effective assessments can be designed to align with the growing body of 
evidence about how students learn.

Assessments Based on Learning Progressions 

Also known as a learning trajectory, construct map, or construct model, 
a learning progression is a model of successively more sophisticated ways 
of thinking about a topic, typically demonstrated by children as they learn, 
from naïve to expert (National Research Council, 2007). Based on research 
and conceptual analysis, learning progressions describe development over an 
extended period of time (Heritage, 2009). For example, if the learning target is 
to understand that it gets colder at night because part of Earth is facing away 
from the sun, the students must first understand that Earth both orbits around 
the sun and rotates on its own axis. Box 7-2 shows a learning progression for 
this key concept, which positions the learners at levels 1 through 4.

Although learning progressions are often designed with state and federal 
standards in mind, they are more detailed than most standards, which do not 
include the significant intermediate steps within and across grade levels that 
lead to attainment of the standards (Heritage, 2011). Detailed descriptions of 
typical learning serve as representations of models of cognition that can guide 
instruction as well as the design and interpretation of the results of assess-
ment. As shown in Box 7-3, learning progressions can also indicate common 
misconceptions students have about a topic. 

Learning progressions provide a blueprint for instruction and assessment 
because they represent a goal for summative assessment, indicate a sequence 
of activities for instruction, and can guide the design of formative assessment 
processes that provide indicators of students’ understanding (Corcoran et 
al., 2009; Songer et al., 2009). Teachers and districts can design summative 
assessments with a learning progression in mind, as well as formative assess-
ments that move learning ahead (e.g., Furtak and Heredia, 2014). Questions 
that target common misconceptions can be designed in advance and delivered 
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BOX 7-2 Scoring Rubric from Construct Map for Student 
Understanding of Earth in the Solar System

44 Student is able to coordinate apparent and actual motion of objects 

in the sky. Student knows that:

 •  the Earth is both orbiting the Sun and rotating on its axis; 

 •  the Earth orbits the Sun once per year; 

 •  the Earth rotates on its axis once per day, causing the day/night 

cycle and the appearance that the Sun moves across the sky; 

and  

 •  the Moon orbits the Earth once every 28 days, producing the 

phases of the Moon. 

 COMMON ERROR: Seasons are caused by the changing distance 

between the Earth and Sun. 

 COMMON ERROR: The phases of the Moon are caused by a shadow 

of the planets, the Sun, or the Earth falling on the Moon. 

33 Student knows that:  

 •  the Earth orbits the Sun;  

 •  the Moon orbits the Earth; and  

 •  the Earth rotates on its axis. 

 However, student has not put this knowledge together with an under-

standing of apparent motion to form explanations and may not 

recognize that the Earth is both rotating and orbiting simultane-

ously. 

 COMMON ERROR: It gets dark at night because the Earth goes 

around the Sun once a day. 

22  Student recognizes that:  

 •  the Sun appears to move across the sky every day; and  

 •  the observable shape of the Moon changes every 28 days.

 Student may believe that the Sun moves around the Earth. 

 COMMON ERROR: All motion in the sky is due to the Earth spinning 

on its axis. 

 COMMON ERROR: The sun travels around the Earth. 

 COMMON ERROR: It gets dark at night because the Sun goes around 

the Earth once a day. 

 COMMON ERROR: The Earth is the center of the universe. 
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verbally or in writing, to individuals or to groups. For example, at a particular 
point in a unit on the Earth and the solar system, a teacher can ask questions 
designed to reveal student thinking in relation to a specific learning goal in a 
progression, such as “How long does it take the Earth to go around the sun, 
and how do you know?” The students’ responses to the questions provide 
insight into their learning and can guide the teacher’s next pedagogical steps. 

Diagnostic questions can also be implemented in the form of multiple-
choice items (Wylie et al., 2010). Briggs and colleagues (2006) demonstrated 
that well-designed multiple-choice items can provide teachers with diagnostic 
information about student understanding. When each of the possible answer 
choices in an item is linked to developmental levels of student understanding, 
as in the example in Box 7-3, an item-level analysis of student responses can 

11 Student does not recognize the systematic nature of the appearance 

of objects in the sky. Students may not recognize that the Earth is 

spherical. 

 COMMON ERROR: It gets dark at night because something (e.g., 

clouds, the atmosphere, “darkness”) covers the Sun. 

 COMMON ERROR: The phases of the Moon are caused by clouds 

covering the Moon.

 COMMON ERROR: The Sun goes below the Earth at night. 

SOURCE: Adapted from Briggs et al. (2006).

BOX 7-2 Continued

BOX 7-3 Diagnostic Item Based on Construct Map for 
Student Understanding of Earth in the Solar System

Which is the best explanation for why it gets dark at night? 

A.  The Moon blocks the Sun at night. [Level 1 response] 

B.  The Earth rotates on its axis once a day. [Level 4 response] 

C.  The Sun moves around the Earth once a day. [Level 2 response] 

D.  The Earth moves around the Sun once a day. [Level 3 response] 

E.  The Sun and Moon switch places to create night. [Level 2 response] 

SOURCE: Briggs et al. (2006).
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reveal what individual students and the class as a whole understand. For ex-
ample, if one-quarter of the students in a class choose option D, which suggests 
that they believe that darkness is caused by the Earth moving around the sun 
once a day, the teacher might decide to provide opportunities for structured 
small group discussions between students who do and do not understand the 
day-night cycle. More intensive interventions can be implemented for the por-
tion of the class who scored at level 2 or below by selecting options A, C, or E. 

According to Pellegrino (2014, p. 70), “research on cognition and learn-
ing has produced a rich set of descriptions of domain-specific learning and 
performance that can serve to guide assessment design, particularly for certain 
areas of reading, mathematics, and science. . . . That said, there is much left to 
do in mapping out learning progressions for multiple areas of the curriculum 
in ways that can effectively guide the design of instruction and assessment.”

Evidence-Centered Design Approach to Assessments

Another widely respected contemporary model of assessment is evidence-
centered design (Mislevy et al., 2003, 2006), which grounds assessments in 
empirical evidence of cognition and learning. In this model, assessment is 
considered to be a process of reasoning from evidence to evaluate student 
learning. The design process begins with examination of research evidence 
about both expert thinking and novice learning in a given subject area. All the 
elements associated with learning a subject are analyzed and documented and 
then used in refining the test during the design process. Assessment experts 
believe “tests based on such learning science research can better flag when 
students are successful in engaging in such learning processes, and when they 
are engaging in counterproductive practices”(Yarnall and Haertel, 2016, p. 3).

In the second, “observation,” step of this design process, items or tasks 
are chosen to try to elicit evidence of the desired knowledge and skills. The 
observations (based on student responses to these tasks) provide the data 
that developers need to make inferences about student performance. Unlike 
conventional test development methods, evidence-centered design starts with 
evidence about how learning happens in a domain and builds the test from that 
base. Figure 7-1 illustrates the three essential components of the overall design 
process. The first step in the process is “defining as precisely as possible the 
claims that one wants to be able to make about students’ knowledge and the 
ways in which students are supposed to know and understand some particular 
aspect of a content domain” (National Research Council, 2012a, pp. 52–53).  
(For more on learning progressions and evidence-centered design, as well 
as ways of ensuring the reliability and validity of assessments, see National 
Research Council, 2005, 2012a, 2014; Pellegrino, 2014.)
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CONCLUSIONS
Our synthesis of research on learning supports five conclusions for learn-

ing in school. 

Conclusion 7-1: Effective instruction depends on understand-
ing the complex interplay among learners’ prior knowledge, 
experiences, motivations, interests, and language and cognitive 
skills; educators’ own experiences and cultural influences; and 
the cultural, social, cognitive, and emotional characteristics of 
the learning environment.

CONCLUSION 7-2: A disparate body of research points to the 
importance of engaging the learner in directing his own learn-
ing by, for example, providing targeted feedback and support 
in developing metacognitive skills, challenges that are well 
matched to the learner’s current capacities, and support in 
setting and pursuing meaningful goals.

CONCLUSION 7-3: A growing body of research supports adopt-
ing an asset model of education in which curricula and instruc-

FIGURE 7-1 Simplified representation of three critical components of the evidence-centered 
design process and their reciprocal relationships.
SOURCE: National Research Council (2014, Fig. 3-2). 
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tional techniques support all learners in connecting academic 
learning goals to the learning they do outside of school settings 
and through which learning experiences and opportunities 
from various settings are leveraged for each learner.

CONCLUSION 7-4: Purposefully teaching the language and 
practices specific to particular disciplines, such as science, his-
tory, and mathematics, is critical to helping students develop 
deep understanding in these subjects. 

CONCLUSION 7-5: Assessment is a critical tool for advancing 
and monitoring students’ learning in school. When grounded 
in well-defined models of learning, assessment information 
can be used to identify and subsequently narrow the gap 
between current and desired levels of students’ learning and 
performance.
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8
Digital Technology

Advances in the digital technologies available to support learning are 
among the most dramatic developments since the publication of HPL I.1 
Digital technologies can support learners in meeting a wide range of goals in 
different contexts, for example: 

1.  A first-grade teacher concludes that her students are disengaged when 
working on drill and practice of mathematical operations using digital 
workbooks. They also rarely complete the associated homework as-
signments. The teacher introduces a program that targets the same 
operations in the context of a game. Not only are many of the students 
excited about the game, but they often choose to play it and have 
improved their mathematical skills. 

2.  A manager of an aircraft repair shop receives reports of errors made by 
workers. The software used to train the workers involves reading and 
memorizing procedures for troubleshooting, replacing, and repairing 
the devices they are responsible for. The manager believes that the 
workers need a deeper understanding (mental model) of the device 
mechanisms and purchases an intelligent tutoring system that offers 
individualized instruction and virtual reality simulations; it also explains 
device mechanisms and common misconceptions. Use of the system 
results in a significant reduction in errors.

1As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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3.  An individual went bankrupt after his business failed during a major 
recession. He found a job in a rural area that required a number of 
new skills, including knowledge of agriculture and statistics. He has 
completed free online courses to fill these knowledge gaps, has earned 
a dozen certificates, and now has a leadership role in his new field. 

These examples suggest the range of ways technologies can support 
learning in varied sociocultural contexts. The game in the first example was 
appropriate for repetitive drill and practice on numerical operations, whereas 
the intelligent tutoring system was needed to acquire deep mental models 
of aircraft devices. The free online courses supported self-regulated learning 
by the individual who needed to change fields. As these examples suggest, 
learning technology is most useful when it is designed to meet specific needs 
and contexts.

HPL I noted that technologies may be used to: (1) incorporate real-world 
problem solving into classroom curricula; (2) scaffold students’ learning; (3) 
provide students and teachers with more opportunities for feedback, reflec-
tion, and revision; (4) build local and global communities of individuals who 
are invested and interested in learning; and (5) expand opportunities for 
teachers’ learning. Since that report was published, new technologies have 
been developed and researchers have expanded understanding of how digital 
technology can most effectively be used to foster learning.

In this chapter, we discuss ways to align learning technologies with goals 
for learning, drawing on research on new technologies that have shown 
promise for stimulating active learning and supporting learning in school 
and in the workforce. We also discuss the use of technologies for supporting 
older learners and close with a discussion of access to learning opportunities.

ALIGNING TECHNOLOGIES WITH LEARNING 
GOALS

Learning technologies open up significant possibilities for supporting 
learners. Researchers in the field use the term affordances to refer to oppor-
tunities that a technology makes possible related to learning and instruction 
(Collins et al., 2000). In this section we first examine the nature of the affor-
dances of learning technologies and then explore research on how technology 
can support several aspects of learning. 

Affordances of Learning Technologies

An affordance has been defined as a feature or property of an object that 
makes possible a particular way of relating to the object for the person who 
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uses it (Gibson, 1979; Norman, 2013). For example, a door knob affords 
its users a way to twist and push, whereas a length of string affords users a 
means to pull and tie. Contemporary digital environments have features such 
as multimedia displays with texts, pictures, diagrams, visual highlighting, 
sound, spoken messages, and input channels (clicking, touching) for entering 
information that can afford important learning opportunities for users. Box 8-1 
summarizes information delivery and input features and other technological 

BOX 8-1 Key Affordances of Learning Technologies 

1. I nteractivity. The technology systematically responds to actions of 

the learner. For example, some serious games immerse learners 

in virtual works through role-playing and interaction with a gaming 

community. Reading a book, listening to an audiotape, and viewing 

a film are not interactive technologies because these do not present 

new information in response to the actions of the learner.

2.  Adaptivity. The technology presents information that is contingent 

on the behavior, knowledge, and characteristics of the learner. A 

technology can be interactive but not adaptive, as in a game that of-

fers the users choices but does not alter the options in response to 

the users’ choices or actions. Conversely, intelligent adaptive learning 

programs are designed to be adaptive and interactive, so that when 

learners use the software, it assesses and may respond selectively 

to every task-related action on the part of the learner, including giving 

right and wrong answers, length of time taken in making decisions, 

and the learner’s individual decision-making strategies.

3.  Feedback. The technology gives feedback to the learner on the 

quality of the learner’s performance, sometimes including how the 

quality could be improved. The feedback can range from a short mes-

sage that a learner’s input or response was correct or incorrect to an 

explanation of why the input was correct or incorrect. Task-relevant 

feedback can range from responses to short-term events that last a 

few seconds to long-term performance extending over (for instance) 

a school semester. 

4.  Choice. The technology gives students options for what to learn and 

how to learn so they can regulate their own learning. For example, 

choice is low for an instruction-oriented technology that pushes an 

agenda with few options for learner exploration. Choice is high, for 

continued
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instance, when students explore the Internet to find answers to their 

personal questions.

5.  Nonlinear access. The technology allows the learner to select or 

receive learning activities in an order that deviates from a set order. 

Many commercial learning technologies offer a linear presentation in 

which material and major concepts are experienced in the same order 

by all learners. However, other technologies provide nonlinear access 

to information: the order of presentation depends on the learners’ 

choices or varies by virtue of intelligent adaptivity.

6.  Linked representations. The technology provides quick connec-

tions between representations for a topic that emphasize different 

conceptual viewpoints, pedagogical strategies, and media, such as 

between spoken messages, texts, diagrams, videos, and interactive 

simulations. Such connections support cognitive flexibility and encod-

ing variability to support learning. 

7.  Open-ended learner input. The technology allows learners to express 

themselves through natural language, drawing pictures, and other 

forms of open-ended communication that encourage active learning. 

8.  Communication with other people. The learner communicates 

with one or more other “persons,” who may range from peers to 

subject-matter experts. The communication may include text-based 

computer-mediated communication (e-mail, chat, discussion rooms), 

multimedia computer-mediated communication, computer-supported 

collaborative learning, conversational agents, tutors on demand, and 

crowd sourcing.

BOX 8-1 Continued

affordances that support learning at deeper levels (this list builds on work by 
Mayer [2009] and by Moreno and Mayer [2007]).

Learning Through Repetition

We pointed in Chapters 3 and 4 to types of learning that require a sig-
nificant amount of practice and repetition of items (e.g., perceptual patterns, 
words, concepts, facts, rules, procedures), including perceptual and motor 
learning and some kinds of memory learning. We have noted that such learning 
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is most lasting when it takes place in a variety of contexts and on a schedule 
that is distributed over time (Koedinger et al., 2012; Pashler et al., 2007). In-
teractivity and feedback are two affordances that are particularly helpful for 
supporting these types of learning. 

Traditional computer-based instruction, or what used to be called “com-
puter-assisted instruction,” provides interactivity and feedback. For example, 
there is a mature industry that provides computer-based vocabulary instruction 
in which the computer displays a picture and two to four words. The learner 
selects the word that names the picture and receives immediate feedback 
(correct versus incorrect). The computer could present thousands of trials 
with this simple procedure, following particular schedules of item presenta-
tion with interactivity and feedback. These training trials have been used in 
classrooms and labs and to support homework outside of class. The training 
can be accessible throughout the day if it is available on a mobile device. 

One drawback to this type of computer-based instruction is that some 
learners may lose motivation when using a repetitive format. One way to 
enhance motivation is to add the affordance of adaptivity. For example, the 
FaCT system is adaptable in that it offers the learner optimally spaced training 
trials rather than massed training (see Chapter 4 for discussion of spacing) 
and stops the training on a particular fact if the learner performs correctly on 
it three times (Pavlik et al., 2016). This approach can result in more efficient 
learning because learners do not waste time studying facts they already know. 

Another approach is to gamify the learning by adding expanded feedback 
(e.g., total score points) and communication with other people in the form 
of leader boards and competition with partners (Clark et al., 2014; Tobias 
and Fletcher, 2011; Wouters et al., 2013). Yet another way to sustain motiva-
tion is to allow learners to select topics that interest them. Some topics may 
be very important but unappealing, so a possible downside of allowing too 
much choice is the risk that learners never get around to acquiring critical 
knowledge or skills. 

Deeper Learning with Models

People need more than the foundations of literacy, numeracy, and other 
basic skills to handle the complex technologies, social systems, and subject 
matter typical of 21st century tasks (Autor and Price, 2013; Carnevale and 
Smith, 2013; Griffin et al., 2012; National Research Council, 2012b). Deeper 
learning involves understanding complex concepts and systems and is mani-
fested in, for example, the use and construction of models (see Chapter 3), 
the ability to integrate information from multiple documents and experiences 
(Wiley et al., 2009), and the ability to explain correct versus incorrect sys-
tem behavior (VanLehn et al., 2016). Deeper learning is needed for complex 
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problem solving, reasoning, inferential thinking, and transfer of knowledge 
to new situations (Hattie and Donoghue, 2016). 

The technology affordances of linked representations and open-ended 
learner input are particularly important for this type of learning, as are the 
interactivity, feedback, and adaptivity affordances of traditional computer-
based training. The value of technology for representing a situation from 
multiple linked perspectives is evident in the example of helping learners 
understand a system, such as an electronic circuit. An intelligent technology 
can allow a learner quick access to perspectives, including a picture of the 
circuit as it appears in a device, a functional diagram of the components and 
connections, descriptions of the properties of each component, formulas that 
specify quantitative laws (e.g., Ohm’s and Kirchoff’s laws), explanations of 
device behavior, and the simulated behavior of the circuit as a whole when 
one component in the circuit is modified (see computer systems developed 
by Dzikovska and colleagues [2014] and Swartout and colleagues [2016]). 
The quick access will allow the learner to link these elements. Open-ended 
learner input is also important for conceptual learning with system models. 
For example, much can be ascertained about the state of a learner’s system 
model and misconceptions about electronics by asking the learner to explain 
her reasoning through natural-language tutorial dialogue (Graesser, 2016; 
VanLehn et al., 2007) or to create a circuit to achieve a specified function 
(VanLehn et al., 2016). 

Intelligent tutoring systems can also support deep learning with models 
(Sottilare et al., 2014; VanLehn, 2011), as has been demonstrated for topics in 
algebra, geometry, programming languages, engineering, and the sciences. 
Noteworthy examples in mathematics are the Cognitive Tutors (Anderson et 
al., 1995; Ritter et al., 2007) and ALEKS (Doignon and Falmagne, 1999; Hu et 
al., 2012), which have been scaled up for use in thousands of schools. Intel-
ligent tutoring systems have been widely used and have produced impressive 
learning gains in the areas of digital literacy (Kulik and Fletcher, 2016) and 
information technology (Mitrovic et al., 2007). 

Intelligent tutoring system environments have also shown promise in 
domains that have strong verbal demands. Such tutoring tools have included 
open-ended learner input and the ability to communicate with other people, in 
addition to most of the other affordances. For example, AutoTutor (Graesser, 
2016; Graesser et al., 2014; Nye et al., 2014) uses natural language conversa-
tions to assist students in learning about a variety of topics. AutoTutor is associ-
ated with learning gains in both physics (VanLehn et al., 2007) and computer 
literacy (Graesser et al., 2004) for college students, beyond the gains associ-
ated with reading a textbook for an equivalent amount of time. The agent is 
a talking head that speaks, points, gestures, and exhibits facial expressions. 
The learning gains from natural language interactions have been strongest for 
underachieving college students and for tests that tap deeper inferential reason-
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ing rather than shallow knowledge. However, the research also suggests that 
conversational interactions with AutoTutor are not ideal for high-achieving 
college students, who tend to be more autonomous and self-regulated learners, 
or for use in simulation environments that are intended to push the student to 
acquire very precise models of the subject matter. AutoTutor is also not the 
best choice for perceptual, motor, and memory-based learning. 

Intelligent tutoring systems have been developed for a wide range of sub-
ject matters and proficiencies and have benefited learners in schools, universi-
ties, and the workforce. Hundreds of studies have shown the effectiveness of 
intelligent tutoring systems in promoting deeper learning for some populations 
of learners on core literacy and numeracy skills, complex STEM topics, and 
21st century skills (Kulik and Fletcher, 2016). However, two issues related to 
implementation have been noted. First, the systems are expensive to build, 
so using them on a large scale can be a challenge for schools, universities, 
and workforce programs with limited budgets. Developers of these systems 
are exploring ways to develop content more quickly and cheaply, as in the 
U.S. Army’s Generalized Intelligent Framework for Tutoring (Sottilare et al., 
2014). Second, like any classroom intervention, intelligent tutoring systems 
need to be integrated adequately into teacher training and curricula in order 
to have an impact (Dynarsky et al., 2007). 

Collaborative and Cooperative Learning 

The ability to work effectively in teams is among the 21st century learn-
ing objectives that have been identified in a number of venues because of 
its critical importance in the workplace (National Research Council, 2012b; 
OECD, 2013). Technologies offer many possibilities for fostering the skills of 
collaborative and cooperative learning, for example by supporting members 
of a group in seeking common ground, explaining their ideas, and under-
standing each other’s points of view; all of these processes are associated 
with successful collaborative problem solving as well as model learning (Chi, 
2009; Dillenbourg and Traum, 2006). (See Chapter 7 for further discussion 
of collaborative learning.)

Collaborative learning can be distinguished from cooperative learning 
(Dillenbourg et al., 1996; Hesse et al., 2015). Collaborative learning requires 
interdependency, wherein group members work together to plan and organize 
joint activities to complete a task or solve a problem. The action of each person 
builds on the actions of others, and an action of one person may be taken up 
or completed by others in the group. In contrast, cooperative learning involves 
breaking a task into pieces: group members work separately, although they 
may coordinate activities that proceed in parallel. The completed pieces are 
assembled by the group (Hesse et al., 2015). 

A variety of general-purpose tools have become available in the past 15 
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years to support communication and collaboration. These are tools that allow 
users to, for example, (a) add, change, or delete content with a Web browser 
on the Internet (such as on a “Wiki Website” or a “Wiki”); (b) upload shared/
shareable word processing and spreadsheet files so that others may access, 
comment on, and edit them (e.g., Google docs); (c) make free voice and video 
calls; (d) conduct online meetings, with messaging services designed for group 
use (e.g., Google Hangouts, What’s App); (e) store and share electronic files 
on cloud-based facilities (e.g., Dropbox); or (f) participate in social media 
(e.g., Facebook, Twitter, and Instagram). Many of these tools are free or very 
low in cost.

Learning technologies have been designed to promote deeper conceptual 
learning as part of group collaboration. Two examples for which the developers 
have shown positive effects are described in Box 8-2. However, the availability 
of communication technologies for cooperation and collaboration does not 
necessarily translate into learning gains. For example, Reich and colleagues 
(2012) studied the use of Wikis in kindergarten through twelfth grade (K-12) 
classrooms by extracting a random sample of Wikis from a popular site that 
provides free hosting for education-related Wikis. They assessed the Wikis’ 
development and usage patterns to see whether the students were using them 
in collaborative knowledge building (and other skills). Nearly three-quarters 
of the Wikis showed no evidence of student-created content, and only 1 per-
cent featured multimedia content created collaboratively by students. Equally 
discouraging was their finding that content created by students, as opposed 
to teachers, was more common among schools serving high-income students 
than among schools serving less-affluent populations. 

Technology-Supported Self-Regulated Learning

Several computer technologies have been developed to train learners to 
acquire metacognitive and self-regulated learning strategies. Two examples 
that have shown promise in improving these types of learning are MetaTutor 
and iDrive. 

MetaTutor (Azevedo et al., 2010) is designed to promote self-regulated 
learning in topics in biology, such as the circulatory system and the digestive 
system, in a hypermedia learning environment. It uses conversational agents 
to train students on 13 strategies, such as taking notes, drawing tables or dia-
grams, re-reading, and making inferences that theory suggests are important 
for self-regulated learning (Azevedo and Cromley, 2004). Initial studies have 
shown some positive impacts but not for all learning strategies. One reason 
may be that the instruction was delivered using a standard script; individual-
ized training adapted to learners may be more effective. 

The tool iDRIVE (Instruction with Deep-level Reasoning questions In 
Vicarious Environments) trains learners to ask deep questions in a STEM 
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BOX 8-2 Web-Based Technologies for Group Learning

The Knowledge Forum is a redesign of the Computer-Supported 

Intentional Learning Environments (CSILE) described in HPL I. CSILE 

provided a multimedia database for groups of students to collaborate 

by creating and commenting on one another’s “notes” to share ideas or 

information (Scardamalia and Bereiter, 1993). Elementary school classes 

using CSILE performed better than other classes on both standardized 

tests and portfolio assessments, and the notes feature gave teachers a 

window into students’ ways of thinking about the topic. Knowledge Fo-

rum also offers “views” to help learners organize their notes using tools 

such as concept maps or diagrams. The capability to link views and notes 

together into higher-order conceptual frameworks is designed to foster 

students’ deep learning and conceptual growth through collaboration and 

interactions similar to those of scientists working together on a complex 

problem (Scardamalia and Bereiter, 2006).

The Web-based Inquiry Science Environment (WISE) is a platform 

developed by Linn and colleagues (2006) to support collaboration and deep 

learning of topics in science, technology, engineering, and mathematics 

(STEM). The technology is designed to help students work as scientists 

do: comparing viewpoints, generating criteria for selecting potentially 

fruitful ideas, fitting ideas together into arguments, gathering evidence 

to test views, and critiquing the arguments of peers. WISE curriculum 

units combine science investigations and collaborative learning on topics 

and phenomena in biology, chemistry, Earth sciences, and physics that 

students often find conceptually difficult. Many WISE projects include 

interactive simulations, collaborative brainstorming, and scientific papers. 

Prompts help students identify both confirming and disconfirming evidence 

and write explanations and arguments that are shared with peers. Students 

work together to generate and test predictions, develop explanations for 

what they observe, and move toward consensus on an issue. 

context by using computer agents, representing a learner and a teacher, that 
engage in dialogues in which they model discussion of deep reasoning ques-
tions (Craig et al., 2006; Gholson et al., 2009). The student agent asks a series 
of deep questions about the science content (e.g., who, how, what-if, and 
what-if-not questions), and the teacher agent immediately answers each ques-
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tion. Increases in the targeted cognitive activities have been shown (Gholson 
and Craig, 2006; Rosenshine et al., 1996). 

These technologies have two of the important affordances for learning 
described earlier. They give the learner choice, which seems to optimize moti-
vation, and allow him to communicate with other people, which is especially 
productive when learners are just beginning to develop self-regulation strate-
gies. However, such approaches have had mixed success, and it usually takes 
many hours of training with many examples for learners to show appreciable 
progress (Azevedo et al., 2010; Craig et al., 2006; Gholson et al., 2009).

TECHNOLOGIES THAT STIMULATE ACTIVE 
LEARNING

We have pointed to the importance of stimulating active student learning 
rather than merely delivering information to the student through books and 
lectures (see Chapters 5 and 7). Digital technologies offer a variety of pos-
sibilities for stimulating and engaging learners.

Learning Through Game Play

Games are known to capture the attention of players for hours, as the 
players actively participate for competition or other forms of pleasure. Social 
media also shares these benefits. It is possible for designers of learning tech-
nologies to capitalize on these phenomena and leverage social engagement 
for academic learning. 

Some games were not originally designed with the goal of enhancing 
academic learning, but case studies have found that they nevertheless provide 
opportunities for learning and identity formation that can spill over into other 
aspects of life. These findings have spawned efforts to use technologies such 
as digital games, social media, and online affinity groups to engage students 
for academic purposes (Gee, 2009). In other cases, games have been designed 
specifically to support learning of academic content and skills (O’Neil and 
Perez, 2008; Shute and Ventura, 2013; Tobias and Fletcher, 2011). Several 
such online games have been used at scale in both afterschool and classroom 
settings; examples include Atlantis, Civilization, Crystal Island, Minecraft, Sim 
City, and Whyville (Dawley and Dede, 2014). 

An enthusiastic community of researchers of “serious” games has argued 
that games have educational benefits because they foster sustained engage-
ment in learning, but a review of this work did not support the claim that 
skills learned in game playing improve cognition, lead to better performance 
on cognitive skill tests, or improve cognition (Mayer, 2016). Nevertheless, 
games may be more effective than alternative approaches for some specific 
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categories of learning outcomes. For example, “shooter” type games have 
resulted in transferable learning of perceptual attention skills (Mayer, 2016). 

More relevant for schooling are the recent reviews of serious games 
that target specific academic content. A large number of quantitative studies 
(Clark et al., 2014; Tobias and Fletcher, 2011; Wouters and Van Oostendorp, 
2017; Wouters et al., 2013) show a moderate advantage for games over other 
instructional approaches in fostering knowledge in science, mathematics, and 
literacy, as well as in promoting productive habits of mind such as intellectual 
openness, conscientiousness, and positive self-evaluation.

Some researchers have suggested that video games are inherently engaging 
and motivating to people (Prensky, 2006; Squire, 2011) and that research on 
video games can provide insights into the design of educational environments 
(Gee, 2003; Squire, 2011). Malone (1981) argued, for instance, that computer 
games are intrinsically motivating because they can provide optimal challenge 
and fantasy, while stimulating curiosity. Malone and Lepper (1987) expanded 
on the motivating factors of computer games by adding that such games give 
users a sense of control because their actions affect game outcomes. Gee 
(2003) identified a taxonomy of motivational factors that could be used to 
design video games. 

However, very little empirical evidence supports these claims (Zusho et 
al., 2014). Although some studies have linked video game playing to motiva-
tion, this possible relationship has not been explored in educational settings. 
Further, the literature on adult populations (college students and other adults) 
suggests that users play video games for a variety of cognitive, affective, and 
social reasons. For instance, such games may satisfy psychological needs for 
competence, autonomy, and relatedness, which are associated with intrinsic 
motivation (see Chapter 6), but the applicability of such findings to K-12 
populations is unknown (Zusho et al., 2014). Further, it cannot be assumed 
that gaming, or technology in general, would be inherently motivating to all 
learners. Whether technology is motivating to people is likely to depend on 
the learner, the task, and the learning context.

Leveraging Stories and Favorite Characters

The entertainment industry has established the practice of connecting 
television shows or movies with social media sites, online games, and prod-
ucts based on favorite characters. Educators have found opportunities in this 
phenomenon for linking education and training programs to popular stories, 
personalities, and characters (Jenkins et al., 2006) to encourage what some 
refer to as transmedia learning, a “scalable system of messages representing 
a narrative or core experience that unfolds from the use of multiple media, 
emotionally engaging learners by involving them personally in the story” 
(Raybourn, 2014, p. 471). For example, the U.S. Army has used transmedia 
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campaigns that include online games and social messaging for training in 
cultural literacy. 

The U.S. Department of Education’s Ready to Learn initiative promoted 
the development and evaluation of transmedia learning experiences for chil-
dren ages 2 to 8. Under this program, the Corporation for Public Broadcasting 
developed PBS Kids Lab, an online portal containing collections of games fea-
turing popular characters from Public Broadcasting System children’s shows 
(such as Sid the Science Kid and Curious George). The games can be played 
on computers, smartphones, electronic tablets, or smartboards. The PBS 
Kids Lab Website also helps users link game content related to mathematics 
and literacy curricula to activities for home, school, or afterschool settings 
(Herr-Stephenson et al., 2013). For example, designers of the Ready to Learn 
transmedia experiences have built videos, games, and digital device applica-
tions (apps) to support model learning by stimulating discussions between 
young children and their caretakers and helping children formulate questions 
and express their ideas (Mihalca and Miclea, 2007). Ready to Learn transmedia 
interventions that combine media-based and nonmedia activities into coherent 
curriculum units have shown positive effects on early reading and mathemat-
ics skills for preschoolers from homes with low income (Pasnik and Llorente, 
2013; Pasnik et al., 2015; Penuel et al., 2012).

Historically, the use of technology with young children has been con-
troversial, largely because of concerns about possible negative effects of ex-
tensive screen-viewing time on children’s development (American Academy 
of Pediatrics, 1999). More recently, organizations concerned with young 
children’s health and well-being have taken the position that technology can 
be designed and used in developmentally appropriate ways that enhance 
learning (American Academy of Pediatrics, 2015; National Association for the 
Education of Young Children and Fred Rogers Center, 2012). The American 
Academy of Pediatrics (2016) has recommended that parents and caregivers 
develop a family media plan that considers the health, education, and enter-
tainment needs of each child and the entire family. It has offered the following 
age-based guidelines: 

•	 	For children younger than 18 months, avoid use of screen media (with 
the exception of video-chatting). 

•	 	For children 18 to 24 months, parents may introduce digital media. 
However, they should choose high-quality programming and watch 
with their children, in order to engage with them and help them un-
derstand what they are seeing.

•	 	For children ages 2 to 5, viewing (of high-quality programs) should be 
limited to less than 1 hour per day. Parents should begin to help their 
children understand how the material applies to the world around 
them.
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•	 	For children ages 6 and older, parents should place consistent limits 
on the time spent using media and on the types of media; they should 
ensure that media use does not take the place of adequate sleep, physi-
cal activity, and other behaviors essential to health.

 (American Academy of Pediatrics, 2016)

Educators view digital technology as a mixed blessing for academic learn-
ing. For example, writing teachers report that online activity has helped equip 
teen learners to understand multiple points of view, but they worry that the 
informal style of text messages and Internet posts has crept into students’ 
scholastic writing and that common practices such as “retweeting” and “copy 
and paste” have desensitized students to the seriousness of plagiarism (Purcell 
et al., 2013). Another concern is that becoming accustomed to skimming short 
snippets of online content may reduce students’ willingness to read and pon-
der longer text (Purcell et al., 2013). At present, there is little experimental 
research that sheds light on whether and how online communication skills 
and habits transfer to academic settings.

Empowering Learners as Producers and Creators

The Internet allows people without programming skills to create and post 
content to be shared with millions of people. Consequently, people can create 
content, collaborate, and critique the ideas and works of others relating to any 
topic one can imagine. Moreover, a learner can connect quickly with a small 
community scattered geographically around the world to become knowledge-
able about a very specialized topic and develop real expertise. 

Studies of informal learning communities, such as those engaged in mul-
tiuser online games, suggest that people go through stages in their develop-
ment as online creators and producers (Dawley, 2009; Kafai, 2010). At first, 
learners identify relevant social networks within and surrounding the virtual 
world that can serve as a resource for their learning. The learners lurk in the 
virtual worlds and observe more experienced players and the cultural norms 
and rules for participation. As they become more comfortable with the learning 
context, the learners contribute small amounts of information or time to the 
network. As they become more experienced and knowledgeable, they create 
their own material, perhaps modifying some aspects of the digital environment 
or making elaborations to a game. In the final stage, they lead, which includes 
mentoring new learners or managing networks they belong to. In this process, 
novice players often receive explicit mentoring or tips from fellow players 
(Shaffer, 2007; Shaffer et al., 2009). With gains in expertise, a player also can 
gain recognition from fellow players, which may also have positive effects. 

For example, a few studies suggest that online learning activity can play a 
role in the development of a learner’s identity, self-concept, and motivation to 
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learn (Ito et al., 2009; Lemke et al., 2015). A review of programs that provide 
media-rich experiences after school indicates that such activities contribute to 
a student’s social and emotional growth; persistence in the face of obstacles; 
and skills that support collaboration, provision of mutual support, and inquiry 
(Lemke et al., 2015). 

Wikipedia, the online free encyclopedia, and YouTube, a video- and music-
sharing Website, are two examples of online innovations that have blurred the 
boundary between teacher or expert and learner. In 2013, Wikipedia contained 
more than 4 million entries in English; it is available in 285 other languages. 
Authorship of new entries, review, fact checking, and content editing are 
provided primarily by volunteers, supported by a surprisingly small number 
of expert editors. YouTube offers a platform for amateurs to develop free 
learning apps and other resources. Many ventures, such as Khan Academy, 
which was created by Sal Khan to tutor his young cousin in mathematics, first 
developed out of altruism or simply as a way to share an interest with others 
but have evolved into successful companies or nonprofit organizations. Re-
search on the impact of such innovations on learning is still needed, but it is 
not yet clear how data that would allow for an assessment of their impact can 
be collected in an environment where the producing and using communities 
emerge over time with little control and coordination.

Making

Makers are people who engage in building and creating. They use their 
hands to assemble, build, mold, or modify a physical object. Although the 
popularity of “making” first arose outside of formal education, making has 
become increasingly prevalent in formal learning. In universities, making is 
ingrained in the teaching of engineering, and many institutions have invested 
significant resources in creating makerspaces to support making activities. 
Makerspaces are physical spaces (e.g., a room or an entire building) where 
people come together to share resources, knowledge, and equipment to 
engage in making. Makerspaces may, for example, have tools and machines 
for use in welding, fabricating, crafting, three-dimensional printing, laser cut-
ting, molding, casting, and sculpting (Barrett et al., 2015; Jordan and Lande, 
2014). Makerspaces thus introduce the technology of tools used to build a 
physical object; these tools create experiences that contribute to their users’ 
understanding of how objects are assembled and how they work.

Making is a form of active learning because it is experiential and engages 
students in developing their own understanding of a domain through doing. 
Active learning strategies are generally understood to be student-centered, 
inquiry-based instructional approaches (Kuh, 2008). Although research on 
making and educational outcomes has only just begun (Jordan and Lande, 
2014), the results to date point to the benefits of active, inquiry-based experi-
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ences like making for supporting students’ learning and persistence in a field 
(Freeman et al., 2014; National Research Council, 2012a).

Digital versions of making are beginning to flourish. Informally, computer 
clubhouses are places for students to meet after school to develop computer 
programs using easy-to-learn computer languages such as Scratch. Other 
popular digital-making activities include developing wearables, such as jewelry 
or t-shirts with flashing messages. Digital making is also finding its way into 
schools. For example, at Design Tech High School in San Mateo, California, 
students engage in projects in which they identify a problem (such as lighting 
a campsite at night) and then use Raspberry Pi software and simple peripherals 
to design and prototype a solution. Wearable technology projects use Flora 
microcontrollers, conductive materials, sensors, and actuators in designs that 
respond to student-generated problems. In both cases, students’ design work 
is supported by industry mentors working with teachers in the makerspace. 

Embodied Cognition

Another new area of active research, embodied cognition, has become 
closely intertwined with digital technology advances. Embodied cognition is 
the idea that cognition is shaped by every aspect of an organism’s experience, 
including the bodily system and ways the body interacts with its environment 
(see Yannier et al., 2016). SMALLab is an example of a technological applica-
tion of embodied cognition that was designed as a mixed-reality2 environment 
for student-centered learning. Students move within a 15 × 15 foot space 
equipped with a vision-based object tracking system, a top-mounted visual 
projection system, speakers for surround sound, and (in some applications) 
glow balls that students can hold or toss. A series of studies conducted using 
SMALLab in high school classrooms showed positive results for learning about 
geological layers, chemical titration, and disease transmission, in comparison 
to instruction without this approach (Birchfield and Johnson-Glenberg, 2010).

The military and corporate sectors have invested resources to develop 
and test sophisticated embodied-cognition digital technologies not available in 
typical K-12 and college environments. These capabilities are displayed at the 
annual Interservice/Industry Training, Simulation and Education Conference.3 
Immersive games and simulation environments are designed to help soldiers 
improve in several areas that include marksmanship; sensitivity to hazardous 
signals in combat situations; discharge of weapons under appropriate condi-
tions; and performance on tasks that tap perceptual, motor, memory, and 

2In mixed-reality environments, real and virtual worlds are merged (Milgram and Kishino, 
1994). For example, graphics (or other digital components) are projected on a floor or wall and 
are merged with real-world tangible objects such as trackable handheld wands.

3See http://www.iitsec.org [March 2017].
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basic levels of cognition. Immersive environments also have been developed 
to train soldiers on equipment maintenance, troubleshooting and repair, and 
other tasks that require reasoning and more thoughtful deliberation. The tech-
nologies have included mixed-reality environments with conversational agents 
and avatars for the learning of language, social interactions, and collaborations 
that are culturally appropriate (Johnson and Valente, 2009; Swartout et al., 
2013). For example, Figure 8-1 describes the Tactical Language and Culture 
Training System (TLCTS), which has been used by more than 40,000 learn-
ers, mostly in the military. TLCTS is among the few systems that have been 

FIGURE 8-1 The Tactical Language and Culture Training System (TLCTS). 
NOTE: Each TLCTS course incorporates a scenario-based mission game, in which learners 
play a character in a three-dimensional virtual world that simulates the target culture. The figure 
shows a screenshot from the mission game in Tactical Dari, which was used by U.S. military 
service members to learn the Dari language and Afghan culture in preparation for deployment 
to Afghanistan. The player (avatar on left, which is controlled by the learner-player) is engaged 
in a meeting with a village leader to discuss reconstruction plans for a local school. A transcript 
of the conversation to that point is shown in the top center of the screen. The player interacts 
with the system through speech. As of 2009, more than 40,000 learner-players had used 
TLCTS courses in multiple languages and cultures. 
SOURCE: Johnson and Valente (2009, Fig. 2).
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assessed on measures of learning, engagement, and learner impressions. The 
impact of most embodied-cognition digital technologies is difficult to assess 
because the results typically are not reported outside the business and military 
environments where they are used.

Conversational Agents

Another new technology that can stimulate active learning is the comput-
erized conversational agent. Digital agents are designed to engage the learner 
in dialogues that promote reasoning, social interaction, conscious deliberation, 
and model learning (D’Mello et al., 2014; Lehman et al., 2013). The design al-
lows students to engage in a three-way conversation known as a trialogue that 
includes two computer agents and the student, taking on different roles (e.g., 
two peers with an expert or a peer with two experts). Figure 8-2 shows two 
agents on the screen interacting with a human in a trialogue. The results of 
this particular test of trialogue with conversational agents showed deeper, 

FIGURE 8-2 Screenshot of conversational agents (a tutor and a peer) discussing an 
experiment with a student. 
SOURCE: D’Mello et al. (2014).
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conceptual learning by the student in conditions where the two agents dis-
agreed, especially for students who experienced confusion.

Research suggests that agent technologies can stimulate active learning 
by means of several features. A single agent can serve as a tutor (such as Au-
toTutor; see Graesser, 2016) or as a peer of the learner-player. An ensemble 
of agents can set up a variety of social situations, which may, for example, (a) 
model desired behavior and social interaction, (b) stage arguments that invoke 
reasoning, or (c) pull the learner-player into active contributions through ac-
tions and social communication (Graesser et al., 2014). Computerized agent 
technologies can implement pedagogical approaches with a degree of fidelity 
that may be difficult or impossible with human agents who are not experts in 
the pedagogical approach.

TECHNOLOGIES FOR INSTRUCTION
Learning technology can be used to support instruction, and this sec-

tion explores the evidence for this technology’s capability to support three 
instructional goals: linking formal and informal learning to improve learners’ 
outcomes, orchestrating the complexities of instruction in the classroom, and 
developing students’ writing through interactivity and feedback.

Linking Formal and Informal Learning

Researchers have explored ways educators might recruit the vast bod-
ies of informal knowledge learners acquire from their cultural contexts and 
self-directed learning to help achieve formal learning objectives in schools 
and workplaces. Since the publication of HPL I, the role of technology in 
informal learning—and the potential for linking it to formal learning—have 
only become more salient, as daily life is increasingly mediated by digital and 
Internet technology. A survey conducted in 2014-2015 found that 88 percent 
of U.S. teens had access to a smartphone and 86 percent reported going online 
from a mobile device at least once a day (Lenhart, 2015). Text messages have 
become a central part of social communication. In this survey, the average 
teenager reported sending and receiving 30 texts a day. Playing video games 
online or on their phones was reported by 84 percent of teenage boys and 
59 percent of teenage girls. 

Educators have explored approaches to capitalize on this pervasive ac-
cess to these technologies (Bull et al., 2008; U.S. Department of Education, 
2010). One approach has been to extend the time for academic learning 
through mechanisms such as putting WiFi on school buses so that students 
with long rides can do their homework online. Web-based homework sys-
tems give students adaptive practice outside of school hours. Some teachers 
are experimenting with flipped classrooms by having students watch video 
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presentations of academic content at home as preparation for applying that 
content to problem-solving activities in the classroom (Siemens et al., 2015).4 
By doing in class what traditionally would have been thought of as homework, 
students in flipped classrooms have the opportunity to work collaboratively 
with other students and to get coaching from their teachers when they en-
counter difficulties applying new knowledge and skills to specific problems.

Online “hangouts” and other informal online groups of students support 
academic learning for college students in large lecture courses. Early research 
suggested that membership in study groups can be helpful in a challenging 
course (Treisman, 1992). More recently, study groups have met online, and 
the formation and functioning of such groups among people taking massively 
open online courses (MOOCs) has become a focus of research (Gasevic et al., 
2014). Other programs are creating in-person study groups for learners taking 
courses online. For such programs in public libraries, library staff assist with 
technical difficulties and scaffold student behaviors intended to help with 
deeper learning (U.S. Department of Education, 2016).

Technology can support learning outside of school in other ways as well—
for example, by providing opportunities for sustained intellectual engagement. 
Afterschool clubs, youth organizations, museums, and arts programs are ex-
amples of settings where technology-supported activities combine learning 
with entertainment (National Research Council, 2009). Adults can support 
this type of learning not only by acting as models of technology fluency but 
also by helping to connect interested children and adolescents with learning-
rich out-of-school activities (Barron, 2006). A number of organizations (e.g., 
Computer Clubhouse, Black Girls Code, 5th Dimension, code.org, and the 
Digital Youth Network) have developed out-of-school activities to provide 
mentoring and learning opportunities in digital media and computer program-
ming for low-income, female, and minority youth.

Orchestrating Instruction

K-12 teachers must orchestrate many types of learning to achieve school 
systems’ ambitious goals for college and career readiness. For example, new 
science standards call on teachers to help their students develop skill in 
evidence-based argumentation through classroom discussions and related 
activities that bring out students’ initial ideas about science phenomena and 
confront them with opposing ideas and evidence as a way to trigger concep-
tual growth. Executing such instructional approaches with classes of 20-40 
students is a challenge when students vary markedly in their prior experi-
ences, interests, motivation, and knowledge. Technology can help educators 

4Also see Christensen Institute at http://www.christenseninstitute.org [July 2018] and Kahn 
Academy at https://www.khanacademy.org [July 2018].
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coordinate the many aspects of instruction and navigate the complexities of 
pedagogy, whether in K-12, college, or corporate settings. Educators may use 
technology in their personal lives but not be comfortable with integrating it 
into their teaching (Bakia et al., 2009). 

The committee identified three levels at which technology can be in-
tegrated into instruction. At a basic level, the educator uses technology to 
present content or has students use technological tools designed to engage 
their interest. At the second level, students can use technology to support 
their individual learning in ways that they, rather than their teachers, direct. 
At the third level, digital tools allow learners to collaborate with individuals 
and organizations outside the classroom; these applications require that each 
participant or group have a network-enabled and connected device. 

New technology places additional new demands on teachers, and this in 
turn places demands on both preservice training and in-service professional 
development programs. Teacher education programs can model effective 
integration. Moreover, although the characteristics of effective teacher profes-
sional development for technology integration have not been systematically 
established (Lawless and Pellegrino, 2007), the challenge clearly suggests the 
importance of devoting considerable training time to that integration, rather 
than attempting to cover it in a few lectures or a single course. Professional 
development in technology integration is more successful when it is of ex-
tended duration, gives teams of teachers from the same school or program the 
opportunity to collaborate in using concrete practices and to comment on each 
other’s practice, is coherent with the other practices and change initiatives 
at their schools, and demonstrates ways to leverage data from digital learning 
systems for formative purposes (Fishman and Dede, 2016). 

Educators and researchers have long recognized that the knowledge 
transmission model exemplified by lecture-based teaching is less than ideal 
for many learners and many kinds of learning. It is difficult for educators to 
build on students’ prior understandings when they have no window into the 
nature of those understandings. Without that connection into “the learner’s 
world,” students experiencing a lectured lesson may tune out (Medimorecc 
et al., 2015). Even when teachers pepper their lectures with questions, the 
number of students who respond tends to be small. Instructors have limited 
information to help them identify whether the class is following their ex-
planations, taking notes without thinking, or merely putting on an attentive 
face. Such concerns, which are particularly strong in college courses that 
enroll hundreds of students, has inspired the development of technologies 
that allow each student to respond to a question in a multiple-choice format 
presented on a small screen or handheld device. Student responses are sent 
to the instructor, who can then display aggregated responses as histograms 
(bar charts) for the whole class to see (Abrahamson, 2006; Kay and LeSage, 
2009; Mazur, 1997). 
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Early evidence on the use of this technology showed improvements in 
student engagement and learning outcomes (Mazur, 1997). The results were 
attributed to the opportunity for the instructor to identify and address the 
sources of conceptual confusions common among students in introductory 
physics. More recent work has shown positive results with similar approaches 
(Deslauriers et al., 2011). These systems are most heavily used at the post-
secondary level, but their use has begun to spread to secondary schools and 
even elementary school classrooms (Smith et al., 2011).

Another example of the classroom communication concept is Group 
Scribbles, a network technology designed to support collaborative learning. 
Group Scribbles works like the student-response systems described above 
except that students can share notes, sketches, and images, not just numeri-
cal responses or selections among multiple-choice response options. Student 
contributions are displayed (anonymously) on an electronic whiteboard. Group 
Scribbles has been used in the United States to help students understand frac-
tions, in Spanish primary classrooms (Prieto et al., 2011), and in Singapore to 
teach science and Chinese language classes (Looi et al., 2009).

Writing Instruction

Software systems for writing instruction and for giving students feedback 
on their writing are another technological support for classroom communica-
tion. These systems can be used to distribute writing assignments and learning 
resources, provide immediate feedback to students, provide feedback on pla-
giarism, and allow students to submit their writing to the teacher or to peers 
for evaluation and feedback. The automated feedback may allow teachers to 
focus on what a student’s writing reveals about a deeper understanding of the 
material (Cassidy et al., 2016; Warschauer and Grimes, 2008). 

Automated writing assessments have also been used to analyze students’ 
writing at deeper levels. For example, Summary Street, a program that analyzes 
the coherence of sentences and statements within a summary, has shown 
positive outcomes, such as increases in time spent revising and in depth of 
content, for elementary school students (Wade-Stein and Kintsch, 2004). Writ-
ing Pal (or W-Pal) is a strategy-based training system for middle school ages 
through adulthood that has game components for improving skills in writing 
argumentative essays, which are required in some high-stakes assessments 
(Allen et al., 2016; McNamara et al., 2015). With this digital system, the student 
generates a thesis statement, supporting statements, and then a conclusion. 
Pedagogical agents model good writing strategies and give interactive and 
immediate feedback as the student writes or revises an essay designed to ad-
dress the student’s challenges. The Writing Pal system was based on studies 
of writing interventions that showed strategy instruction to be a successful 
form of writing instruction (Graham and Perin, 2007).
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There is some evidence that teachers may not view such systems as a 
substitute for teacher-generated feedback. For example, a study of three writ-
ing software systems for use in classrooms, including WriteToLearn, which 
incorporates Summary Street, found that although teachers appreciated the 
immediate feedback these systems offer, they still found it important to pro-
vide their own feedback on other aspects of their students’ writing (Means 
et al., 2017).

OPPORTUNITIES AND CHALLENGES 
Recent technological advances in several areas have yielded both op-

portunities and challenges. In this section, the committee reviews the issues 
associated with digital dashboards, distance learning, universal design, mobile 
devices, and features of technologies that may be addressed through further 
application of principles from the science of learning.

Digital Dashboard

Digital dashboards allow a learner to monitor his own progress through 
the learning environment. Open learning environments (Bull and Kay, 2013) 
allow learners to observe their own performance scores on lessons and skills 
over time, which can be motivating and help develop metacognitive skills. 
Teachers can use the dashboards in learning management systems such as 
Desire to Learn or Blackboard, which provide a quick glimpse of the lessons, 
how each student is doing on each lesson, and which students need help 
(Dede and Richards, 2012). The dashboard has options that allow instructors 
to explore this information in greater detail. For example, they may identify 
which questions on an assignment were problematic for a student or the ex-
tent to which a student is mastering specific areas of skill and knowledge. The 
dashboard also can provide more general information about a student based 
on multiple lessons, such as: What percentages of lessons is she completing? 
How much time is she devoting to the course? How often does the student 
get stuck and need help? How often does she use digital help facilities? The 
dashboards also track and display noncognitive characteristics, such as profiles 
of a student’s emotions and social interactions (Siemens et al., 2015). 

One example is the ASSISTments system,5 which allows teachers to create 
materials for mathematics as well as other topics, to see how well students 
perform, and to interact with researchers on possible improvements based on 
the science of learning (Heffernan and Heffernan, 2014). ASSISTment offers 
three views: The Builder view guides the curriculum designer or teacher in 

5See http://www.assistments.org [January 2018].
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creating lessons. The Teacher view shows performance of each student on 
particular lessons. The Student view guides the student in completing tasks 
and viewing feedback on performance. In 2015, ASSISTments was used by 
more than 600 teachers in 43 states and 12 countries, with students complet-
ing more than 10 million problems. A randomized field trial of the impact of 
using ASSISTments for homework problems showed an increase in seventh-
graders’ scores on end-of-year math achievement tests, compared to a control 
group that completed homework without the immediate feedback offered 
by ASSISTments. Lower-achieving students benefited the most from working 
with ASSISTments (Roschelle et al., 2016).

Digital dashboards are most likely to perform as intended when they are 
not optional and when users have the time and resources needed to integrate 
these tools into instruction. Providing the professional development neces-
sary for instructors to use these digital dashboards effectively is a challenge. 
Many teachers do not yet use digital platforms frequently and systematically 
in their classrooms. Very simple computer-teacher interfaces may be ignored 
or quickly abandoned after the novelty of the technology fades (Moeller and 
Reitzes, 2011). For example, instructors may need a systematic curriculum 
to facilitate access, use, and monitoring of the digital dashboard interface as 
a routine part of their courses.

Distance Learning

Distance learning has been defined as “planned learning that normally 
occurs in a different place from teaching and as a result requires special tech-
niques of course design, special instructional techniques, special methods of 
communication by electronic and other technology, as well as special organi-
zational and administrative arrangements” (Moore and Kearsley, 1996, p. 2). 
It does not necessarily require technology, but digital technologies such as 
e-learning, online learning, or Web-based learning provide many advantages 
for distance learning (Siemens et al., 2015). 

Digital technology can support synchronous communication between 
instructors and students, such as participating in a live Webinar, using 
technology-based instruction in the classroom, or corresponding in a course 
chatroom (instructor and learners spatially separated but interacting in real 
time). It can also support asynchronous learning, in which the interactions 
between a human instructor and students are separated in time (and typically 
also by space), as when the instructor posts a video lecture or lesson on a 
course learning management system or Website. Technology can also support 
communication, whether synchronous or asynchronous, such as between 
the learner and a computer-based teaching agent or with intelligent tutoring 
systems like those described earlier in this chapter. 

Finally, blended learning, which combines one or more forms of distance 
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learning and face-to-face instruction, is facilitated by technology. For example, 
an instructor could use a learning management system to deliver course ma-
terial, videos, tests, quizzes, and grades but would periodically interact with 
students face-to-face (Siemens et al., 2015). 

Educators have traditionally been cynical about the effectiveness of dis-
tance learning approaches compared to traditional face-to-face synchronous 
learning (Thompson, 1990), and indeed the early research findings were mixed. 
The available evidence indicates that modern, technology-rich approaches to 
distance learning can be as effective as traditional approaches, more effective, 
or less effective (Bernard et al., 2009; Means et al., 2013). Efficacy depends on 
the quality of the interactions among the students, the content to be learned, 
and the instructor. 

Technology that encourages students to actively engage with course 
material and with other students can positively affect cognitive outcomes. 
In a meta-analysis, blended online and in-person instruction produced better 
learning outcomes, on average, than conventional face-to-face instruction, but 
the blended learning conditions in the studies assessed for this analysis also 
incorporated other changes such as additional learning resources or more time 
for learning (Means et al., 2013). Based on analyses of the academic progress 
of students taking fully online courses, a number of researchers have raised 
concerns about the suitability of fully online learning for less motivated, lower 
achieving, or less mature learners (Miron et al., 2013; Xu and Jaggers, 2011a, 
2011b). Although many students learn successfully with fully online courses, a 
blend of online and in-person instruction is generally recommended for lower 
achieving and younger learners (Means et al., 2010). 

Social communication has become a ubiquitous feature of modern digital 
platforms in which instructors, students, and sometimes parents can com-
municate with each other through chat, email, and discussion boards. Such 
computer-mediated social support is routinely integrated into MOOCs (Siemens 
et al., 2015) to compensate for the lack of face-to-face contact with instructors 
and peers. Most learning management systems include social communica-
tion media even in traditional classrooms. However, usage is currently low, 
with only about 7 percent of the students using it, according to one estimate 
(Siemens et al., 2015). Social communication may be used more in the future 
as learning environments become more digitally supported, self-regulated, 
and socially connected.

Mobile Personal Devices

The use of mobile technologies for learning has exploded in recent years, 
and this trend is expected to continue (Hirsh-Pasek et al., 2015; Looi et al., 
2009). Although mobile technologies share some features with other elec-
tronic learning tools, their relatively flexible platforms are unique. Small and 
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easily transportable devices now give users quick and easy ways to search for 
information, create recordings (pictures, videos, audios), and communicate 
with others (Looi et al., 2009). This flexibility offers several advantages over 
standard e-learning. Mobile applications can be adapted for different learning 
contexts inside and outside of school. 

Well-designed mobile applications can also be adapted to a learner’s 
abilities and desires, which may have positive effects on the learning process 
and peoples’ attitudes about their learning experiences (García-Cabot et al., 
2015; Hsu et al., 2013). For example, learners who were surveyed reported 
positive attitudes toward mobile technologies with respect to the amount of 
effort it takes to use the devices, social norms related to using mobile tech-
nologies, perceived playfulness of the devices (i.e., how much fun people 
will perceive them to be), and the extent to which mobile learning facilitates 
self-management (Wang et al., 2009). The researchers who conducted the 
survey reported some gender and age differences in social norms associated 
with use of mobile devices; their results are consistent with other research on 
differences in general acceptance of mobile technologies (Magsamen-Conrad 
et al., 2015).

Despite indications of the potential benefits of mobile devices for learn-
ing, systematic research on their effectiveness is limited, and the research that 
exists often comes from the application developers themselves (Chiong and 
Shuler, 2010). Downsides also have been reported. For example, if laptops are 
not used for specific aims and purposes, they can impede students’ ability to 
focus their attention on learning (Fried, 2008; Sana et al., 2013). Adherence 
to guidelines for the use of mobile devices may help to promote learning in 
different educational contexts (for an example of guidelines, see Hirsch-Pasek 
et al., 2015).

Problematic Features of Technology

Educational technologies are replete with features that can facilitate learn-
ing in controlled settings but can also serve as a distraction to many students 
(Gurung and Daniel, 2005). For example, e-textbook developers highlight 
possibilities for making information available in side-boxes or through embed-
ded links as desirable features that allow students to click out of the reading 
to pursue learning about certain topics. Yet students may rarely choose to 
interrupt their reading to do this (Woody et al., 2010). Furthermore, the links 
can affect fluid reading of narrative and increase the learner’s cognitive load. 
Similarly, text comprehension and metacognition can decrease when readers 
switch from print to an e-reading format (Ackerman and Goldsmith, 2011). 
Printed textbooks may use boldface type to support readers’ understanding by 
highlighting key concepts, but some students rely on reading the highlighted 
material and skip the narrative. 
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BOX 8-3 Mayer’s Principles to Guide Multimedia Learning

 1.  Coherence Principle. People learn better when extraneous words, 

pictures, and sounds are excluded rather than included. 

 2.  Signaling Principle. People learn better when cues that highlight the 

organization of the essential material are added. This allows the learner 

to focus on the critical material that is presented.

 3.  Spatial Contiguity Principle. People learn better when corresponding 

words and pictures are presented near to, rather than far from, each 

other on the page or screen.

 4.  Temporal Contiguity Principle. People learn better when corresponding 

words and pictures are presented simultaneously rather than succes-

sively. This means that the graphic or image should be physically near 

the text that describes the image.

 5.  Segmenting Principle. People learn better from a multimedia lesson 

that is presented in user-paced segments rather than as a continuous 

unit. A simple way to do this is to include a “continue” button allowing 

the learner to progress through the material at her own pace.

 6.  Pretraining Principle. People learn better from a multimedia lesson 

when they know the names and characteristics of the main concepts. 

Pretraining may be most useful to novice learners because learning 

some of the material before they are exposed to the main lesson 

allows for improved and quicker learning of the main lesson.

There are ways both teachers and designers can help students benefit 
from technology. One is to provide adequate instructions for interacting with 
the technology. Instructions are sometimes poorly presented, such as on a 
cluttered computer screen, and users often skip them. Design that prioritizes 
easy engagement for the user and productivity with respect to the intended 
pedagogical goal is important. Achieving this objective requires substantial 
testing with users to ensure that the learner is guided to use the technology 
as intended. Designers can also rely on evidence-based principles supported 
by decades of research from the fields of human-computer interaction, human 
factors, and educational technology. Mayer (2001, 2009) identified 12 empiri-
cally supported principles to guide learning from multimedia (see Box 8-3). 
These principles are best viewed as guidelines for the design or selection of a 
learning technology, rather than as universal rules that apply to all multimedia 
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 7.  Modality Principle. People learn better from graphics and narrations 

than from animation and on-screen text. Tindall-Ford and colleagues 

(1997) found that the modality principle is strongest when the material 

is complex and the pace is fast and not under the learner’s control.

 8.  Multimedia Principle. People learn better from words and pictures 

than from words alone. 

 9.  Redundancy Principle. People learn better from graphics and narration 

than from the combination of graphics, narration, and on-screen text. 

Hoffman (2006) notes that the combination of auditory narration and 

the presentation of visual information can be distracting to the learner; 

therefore, the presentation of graphics with narration maximizes 

learning.

10.  Personalization Principle. People learn better from multimedia lessons 

when words are in conversational style rather than formal style. 

11.  Voice Principle. People learn better when the narration in multimedia 

lessons is spoken in a friendly human voice rather than a machine 

voice. 

12.  Image Principle. People do not necessarily learn better from a multi-

media lesson when the speaker’s image is added to the screen.

SOURCE: Mayer (2014).

and populations, because implementing them may require tradeoffs among 
competing objectives. 

Universal Design

Universal Design for Learning refers to a framework for drawing on 
relevant research to design educational experiences that are optimal for all 
learners, including those with specific learning challenges. Removing obstacles 
to interacting with technology has been a key objective of Universal Design 
(Burgstahler, 2015; Meyer et al., 2014). For example, many people benefit 
from speech-interpretation agents (such as the Siri agent on Apple iPhones) 
and audio book formats that originated with innovations developed for blind 
or deaf populations. The core vision of Universal Design is to design technolo-
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gies “up front” that are accessible for diverse populations, rather than using an 
accommodation approach, in which features are added later (after the initial 
design) to allow people with particular disabilities to use the technology. An 
example of the accommodation approach is a mouth-operated control that 
allows a person who does not have use of her hands to operate a computer 
curser.6

Burgstahler (2015) identified seven Universal Design principles that 
have implications for the design of technologies for learning (see Table 8-1). 
These principles are often violated in typical learning contexts. For example, 
instructors often rely on a single medium (such as a PowerPoint presentation) 
instead of attending to cognitive variability and promoting cognitive flexibility 
through engagement of multiple modalities (Mayer, 2009). 

Because people can become reliant on technology, the principles of Uni-
versal Design also may be useful in helping learners to adjust when a technol-
ogy breaks down or is unavailable for other reasons (Burgstahler, 2015; Meyer 
et al., 2014). For example, it may be desirable to require that the user have 
some control over the device, rather than the device being fully automated, 
so the user can acquire some understanding of how the device functions and 
how to control it and thereby adjust to device malfunctions.

Technology for Learning in Later Life

Several trends suggest digital technologies can support both formal and 
informal learning in adults. Older adults are increasingly comfortable using 
technological devices, including tablets and computers (Pew Research Center, 
2014). For example, over the past decade, Internet use among people over 
age 65 has more than doubled, and it is likely to grow as more individuals 
gain access to computers with Internet connectivity (Pew Research Center, 
2014). Despite stereotypes depicting older adults as being uninterested in us-
ing Internet resources, many older adults report being interested in using the 
Internet and are capable of learning to use it (Morrell et al., 2004). 

Technologies may support cognition and learning in older adults by provid-
ing cognitive aids; expanding their access to content and resources for learn-
ing; promoting social connectedness; and providing immersive, multimodal, 

6Early examples of Universal Design for Learning were motivated by the search for ways to 
help individuals with various disabilities, such as those who are deaf, blind, otherwise physically 
disabled, or psychologically challenged. Examples of such technological breakthroughs include 
Braille, American Sign Language, and more recently, text-to-speech generators for the blind and 
speech-to-text generators for the deaf. Other examples of universal design include ramps and 
in-vehicle lifts for those in wheel chairs and medication organizers for elderly people. In the 
United States, federal standards and guidelines for the education of people with disabilities have 
followed from civil rights mandates, such as the Rehabilitation Act of 1973 and the American 
Disabilities Act of 1990, with amendments in 2008.
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TABLE 8-1 Principles of Universal Design

Universal Design Principle
Example of Universal Design  
in Higher-Education Practice

Equitable use. The design is useful 
and marketable to people with diverse 
abilities.

Career services. Job postings in formats 
accessible to people with a broad range of 
abilities, disabilities, ages, and racial/ethnic 
backgrounds.

Flexibility in use. The design 
accommodates a wide range of 
individual preferences and abilities.

Campus museum. A design that allows a 
visitor to choose to read or listen to the 
description of the contents of display cases.

Simple and intuitive. Use of the design 
is easy to understand, regardless of the 
user’s experience, knowledge, language 
skills, or current concentration level.

Assessment. Testing in a predictable, 
straightforward manner.

Perceptible information. The design 
communicates necessary information 
effectively to the user, regardless of 
ambient conditions or the user’s sensory 
abilities.

Dormitory. An emergency alarm system 
with visual, aural, and kinesthetic 
characteristics.

Tolerance of error. The design minimizes 
hazards and the adverse consequences 
of accidental or unintended actions.

Instructional software. A program that 
provides guidance when the student makes 
an inappropriate selection.

Low physical effort. The design can be 
used efficiently, comfortably, and with a 
minimum of fatigue.

Curriculum. Software with on-screen 
control buttons that are large enough for 
students with limited fine motor skills to 
select easily.

Size and space for approach and use. 
Appropriate size and space is provided 
for approach, reach, manipulation, 
and use, regardless of the user’s body 
size, posture, or mobility (Center for 
Universal Design, 1997).

Science job. An adjustable table and flexible 
work area that is usable by students who 
are right- or left-handed and have a wide 
range of physical characteristics and 
abilities (Burgstahler, 2015).

SOURCE: Based on Burgstahler (2015) and Center for Universal Design (1997).

and tailored learning environments. Technology can be a cognitive support, 
for example, by keeping track of grocery lists, upcoming appointments, or 
medication regimes or by providing easy access to clear explanations of 
recommended medical procedures (Tait et al., 2014). Older adults are also 
taking advantage of commercial software and online educational opportuni-
ties through universities to enhance their exposure to new fields of study 
(Gaumer Erickson and Noonan, 2010). Some MOOCs offered by universities 
serve large numbers of middle-aged and older adults, but research on such 
online platforms is sparse. Research is needed on the characteristics of older 
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learners and ways to tailor online learning opportunities for them (Kensinger, 
2016; Liyanagunawardena and Williams, 2016).

Technology can also bring people together to interact and collaborate 
virtually, when they might otherwise be isolated in their learning because they 
live alone or in remote areas or have limited mobility. Social connectedness is 
linked to successful cognitive aging (Ballesteros et al., 2015), so collaborative 
learning opportunities may lead to enriched social connections that improve 
cognition and mitigate cognitive decline. 

Providing older adults with the rich, multimodal learning contexts 
and immersive learning environments that technologies can afford has the 
potential to optimize learning in later adulthood (Kensinger, 2016). Further-
more, older adults may benefit even more than younger adults from such 
opportunities as multimodal presentations (Mozolic et al., 2012). Older adults 
benefit when instruction matches and supports their own intrinsic motiva-
tions for learning and when they have the autonomy to guide their own 
learning. Technology-based experiences that can be tailored to individual 
learners may be especially useful for older people, whose life experiences 
and knowledge can be used to engage the individual and scaffold his learn-
ing (Kensinger, 2016). 

Although older adults may benefit from technology-supported learning 
and report that technology can improve their quality of life (Delello and 
McWhorter, 2015), some experience challenges in adopting new technologies 
(Kensinger, 2016). Many adults need training that focuses both on how to use 
the technology and on their motivation to learn and the particular benefits 
the technology offers them (Kensinger, 2016). There is some evidence that 
participation in training itself can be a beneficial cognitive intervention, a 
finding consistent with research showing that mentally stimulating activi-
ties can benefit older adults’ cognitive functions (e.g., Lenehan et al., 2016). 
For instance, training older adults to use tablet computers has been shown 
to help episodic memory and increase processing speed more than social 
activities do (Chan et al., 2014). Another study suggested that training older 
adults to use online social networking led to gains in executive function 
(Myhre et al., 2017). 

Other age-related challenges associated with technology use pertain to 
sensory capacities (e.g., font sizes), cognitive capacities (e.g., working memory 
load imposed by passwords, distractions from pop-up ads), and motor abilities 
(e.g., ability to control a mouse or to type on a small keyboard) (Pew Research 
Center, 2014). Older adults who have less income and education are less likely 
to adopt technologies than those who are more affluent and highly educated 
(Pew Research Center, 2014), potentially making it more difficult to reach 
some of the older adults who could most benefit.
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The Digital Divide

Policy makers have worried for decades about the “digital divide” be-
tween those who do and those who do not have access to a large suite of 
digital resources (U.S. Department of Commerce, 2014). Significant gaps in 
technology access related to income and education levels remain a problem. 
A 2015 survey of a nationally representative sample of adults ages 18 and 
older reported growth in ownership of smartphones and tablet computers, 
whereas ownership of other kinds of computing devices (such as laptop and 
desktop computers) was relatively constant or had fallen (Anderson, 2015b). 
Smartphones, the most widely used computing devices in 2014, were owned 
by 68 percent of adults. Smartphone ownership did not differ by racial/ethnic 
identity but did vary by income level, education, and geographic location. For 
example, more than 80 percent of adults with at least a bachelor’s degree 
reported smartphone ownership, compared to just 41 percent of those who 
had not completed high school. The urban-rural difference in smartphone 
ownership rate was 20 percentage points (72% versus 52%). 

Some prefer the term “digital inclusion” rather than “digital divide,” to 
signal that degree of access ranges along a continuum and that the issue is 
unequal participation in online activities, rather than complete lack of access 
for certain groups (Livingstone and Helsper, 2007). At this point, for example, 
access to the Internet is widespread, but the tools to use the current generation 
of digital learning resources and to create content for online distribution is 
much less so. This continuum is evident in data about technology use among 
young people, despite the generalization that young people know how to use 
technology and learn to do so more easily because they are “digital natives” 
who have grown up with digital technologies (Warschauer and Matuchniak, 
2010). Young people from less-privileged backgrounds who lack technology 
mentors tend to use their computing devices mainly for texting friends, taking 
photos, playing simple games, and accessing celebrity Websites, activities that 
do not develop key digital skills (Anderson, 2015b). Gee (2009) has argued 
that the digital divide is growing, not shrinking, because those with greater 
literacy skills and more access to supports for learning continue to accrue larger 
and larger benefits in areas of learning not available to people of more limited 
means. Moreover, the most empowering aspect of digital participation—the 
ability to create or modify online content—lies out of reach for many. Con-
cerns about these digital opportunity gaps have inspired the creation of clubs 
and community centers with rich technology resources and social supports 
to enable more of the U.S. population to use a larger range of technologies.

Basic Internet access in U.S. schools has become more consistent over 
time for students from different backgrounds (Warschauer and Matuchniak, 
2010). Moreover, schools that serve students from different income levels differ 
less in their technology infrastructures than do students’ home environments. 
Although these are positive developments, the infrastructure requirements for 
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the current generation of digital learning applications have risen substantially, 
and available evidence suggests that schools are not yet positioned to close 
the digital opportunity gap. The 2016 Broadband Progress Report indicated 
that 41 percent of U.S. schools did not have Internet access at transmission 
speeds (bandwidth) capable of supporting digital learning applications (Federal 
Communications Commission, 2016). 

The gap is particularly acute for those living in sparsely populated areas 
and on tribal lands. Moreover, provision of devices and broadband Internet 
access is not sufficient: programs of professional support for teachers and 
leaders in schools who serve low-income students are also necessary (U.S. 
Department of Education and Office of Educational Technology, 2016). 
Children who attend schools in more-affluent communities and who have 
highly educated parents are more likely to use advanced technologies, such 
as simulations, and to encounter stimulating challenges such as opportunities 
to create products and address open-ended problems through technology. In 
contrast, children attending schools in less-privileged communities are more 
likely to use technology for drill-and-practice and for taking online benchmark 
assessments (Warschauer and Matuchniak, 2010; Wenglinsky, 2005). 

In 2013, the federal government unveiled a plan to provide 99 percent 
of all public schools with broadband Internet access within 5 years. The 
plan, called ConnectED, set goals for providing bandwidth to rural areas 
that would support Internet upload and download speeds needed to access 
digital resources for learning. For example, with the proposed upgrades, it is 
envisioned that whole classes would be able to use next-generation learning 
applications at the same time. The plan called for the preparation of teachers 
to take advantage of this improved technology infrastructure. It also called on 
private companies to support the effort by donating computing equipment 
and support services to the nation’s poorest schools.7 However, the costs of 
providing bandwidth to sparsely populated areas are large, and debate con-
tinues about feasibility and how to pay for the necessary upgrades. It remains 
to be seen, therefore, whether plans like ConnectED are sufficiently viable to 
be implemented within the next decade.

A Systematic Approach to Implementation

Effective implementation of digital technology for learning is vital, and 
failure to properly consider implementation challenges may significantly limit 
the benefits to be gained from using technology. There is considerable evidence 
that use of a single instructional technology can lead to different outcomes 
when used by different learners in different contexts. For example, a large 
federally funded, randomized controlled trial that investigated the impact of 

7See http://tech.ed.gov/connected/ [March 2017].
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reading and mathematics software on students in 132 schools showed positive 
impacts at some schools and negative impacts at others (Dynarski et al., 2007). 
Findings such as these show that education policy makers are wise to be cau-
tious about the promise of “single solution” technologies and avoid making 
major investments in a technology without identifying concrete benchmarks 
for success and evidence that the technology can meet them. Many factors 
can affect the impact of a technology when it is used on a large scale, includ-
ing the characteristics of learners, the sociocultural context, the nature of the 
affordances the technology provides, the curriculum and materials to be used 
for learning, the faithfulness with which the technology is implemented, and 
the involvement of instructors and learners in the implementation process. 

Some researchers have advocated taking a “systems approach” in imple-
menting learning technologies, in order to take into account the multiple fac-
tors that may affect the impact of the technology. This approach is illustrated 
by the Texas SimCalc study (Roschelle et al., 2010). SimCalc8 is a program 
designed to integrate the use of technology with curriculum goals and teacher 
professional development, with the goal of improving middle school students’ 
understanding of key mathematics concepts that provide the foundation for 
algebra and calculus. The program includes a curriculum unit on proportion-
ality, linear functions, and rate that is built around a storyline (managing a 
soccer team) and calls for small-group work, class discussion, and use of both 
paper materials and a mathematics software program, The software allows 
students to see animations of different patterns of motion and link those with 
corresponding representations in the form of interactive graphs and equations. 

The curriculum unit’s design emphasizes coherence across these different 
activities, all related to the unit’s theme. The SimCalc curriculum emphasizes 
repeated applications of key concepts in multiple contexts. The outcome 
measure in the tests of learning incorporated these deeper levels of under-
standing. Finally, the role of the classroom instructor in supporting student 
learning was supported with multiple days of professional development and 
materials, including a teachers’ guide with suggested activities and hints on 
likely student responses and misconceptions. The researchers found gains in 
mathematics skills across classrooms that used SimCalc (Roschelle et al., 2010). 

A systems approach is also taken in intelligent tutoring systems for math-
ematics that have been used in thousands of schools, such as Cognitive Tutors 
(Koedinger et al., 1997; Ritter et al., 2007). Examples such as these suggest 
that several elements are important to a systems approach. In these cases, the 
users identified learning goals and matched the use of learning software to 
those goals. A method for measuring outcomes was identified in advance. The 
roles each of the actors in the system would play were coordinated. Teachers 
and other learning facilitators received substantial training. 

8See https://simcalc.sri.com/ [November 2017] for more information. 
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CONCLUSIONS 
The research discussed in this chapter demonstrates that recent advances 

in technologies for learning can offer significant benefits, but the results will 
depend on the alignment of goals for learning, contexts, the type of content 
to be learned, characteristics of learners, and the supports available for learn-
ers and instructors. Decision makers responsible for investments in technol-
ogy need evidence about the many factors that can affect implementation of 
instructional technologies on a large scale. 

From the available evidence on uses of digital technologies in people’s 
learning, we draw two conclusions: 

CONCLUSION 8-1: The decision to use a technology for learn-
ing should be based on evidence indicating that the technol-
ogy has a positive impact in situations that are similar with 
respect to: 

	 •	 the types of learning and goals for learning; 
	 •	 characteristics of the learners; 
	 •	 the learning environment; 
	 •	 	features of the social and cultural context likely to affect 

learning; and 
	 •	 	the level of support in using the technology to be provided 

to learners and educators.

CONCLUSION 8-2: Effective use of technologies in formal 
education and training requires careful planning for imple-
mentation that addresses factors known to affect learning. 
These factors include alignment of the technology with learn-
ing goals, provision of professional development and other 
supports for instructors and learners, and equitable access to 
the technology. Ongoing assessment of student learning and 
evaluation of implementation are critical to ensuring that 
a particular use of technology is optimal and to identifying 
needed improvements.
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9
Learning Across the Life Span

Individuals learn outside of school and throughout their lives. What is 
taught in kindergarten through grade 12 (K-12) is relatively circumscribed, 
leaving relatively little room for individual choice. However, outside of formal 
schooling, what and how much people learn is increasingly directed by their 
own choices and circumstances. They may choose to pursue some form of 
postsecondary formal education or career training or move directly to full 
employment, raising a family, and other pursuits, and they may combine these 
options in different ways over time. Regardless of the path, each individual’s 
lifelong development is shaped and constrained by the resources and oppor-
tunities afforded in her own complex environment, which is embedded in 
cultural context, as we discussed in Chapter 2. 

The authors of HPL I1 noted that the framework they recommended for 
K-12 education applied as well to adult learning (National Research Council, 
2000). They noted in particular that few professional development programs 
for teachers met the criteria they outlined for K-12 educational environments. 
Their report emphasized the importance of the learning context for knowl-
edge transfer but did not elaborate on that point with respect to changes in 
learning and cognition across the life span. 

The learning processes discussed in this report function throughout the 
life span, but many do change with age, as do the contexts in which people 
learn and the reasons for engaging in continuous development through their 
life span. In this chapter, we examine research that addresses learning that 

1As noted in Chapter 1, this report uses the abbreviation “HPL I” for How People Learn: Brain, 
Mind, Experience, and School: Expanded Edition (National Research Council, 2000).
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takes place outside of compulsory education settings and the changes that oc-
cur across the stages of life. We consider how learning abilities are affected by 
aging and assess ways to preserve cognitive abilities. We also discuss research 
on learning disabilities that may affect learners throughout life. We then turn 
to learning in two environments familiar to adults: postsecondary education 
and the workplace. The chapter closes with a discussion of ways to foster 
lifelong learning. For this discussion, we rely on laboratory- and field-based 
cognitive science research. 

CHANGES THAT OCCUR WITH AGE
Many changes affect learning as individuals age. Changes occur over time 

in reasoning processes and cognitive abilities. An individual’s knowledge base 
and motivation for learning also change. These changes reflect variations in 
the environments in which people learn as they get older and the types of 
learning activities they are likely to undertake. 

Reasoning and Knowledge

Two cognitive resources we discussed in Chapter 5 are particularly impor-
tant as people age: the reasoning abilities associated with generating, transform-
ing, and manipulating information and the knowledge accumulated through 
experience and education (the expertise an individual acquires) (Salthouse, 
2010). We noted that both reasoning capacity and knowledge accumulation 
increase up to early adulthood, after which their paths begin to diverge. At 
that point, reasoning ability begins to decline, while learners retain or increase 
their base of knowledge as they age. The accumulated knowledge helps learn-
ers compensate for the declines in reasoning capacity that come with age.

Research on two knowledge domains that are important to adult learners—
personal health and finance—illustrates how existing knowledge facilitates 
new learning. Researchers tested the hypothesis that older adults who had a 
base of knowledge about general health could more easily learn new informa-
tion about heart disease. They found that base knowledge was predictive of 
new-information retention, particularly for participants who could learn at 
their own pace, which minimized cognitive load (Beier and Ackerman, 2005). 
Similarly, prior knowledge of investment products facilitated new learning 
about managing investments in a self-paced learning environment for adults 
(Ackerman and Beier, 2006). Very similar results have been found for new learn-
ing about technology (Beier and Ackerman, 2005). In general, older people are 
likely to know more than younger people do, and that knowledge facilitates 
their learning (Ackerman, 2000; Beier and Ackerman, 2001, 2003, 2005). 

This research reinforces a point we made in Chapter 5: as people age and 
develop expertise in domains associated with their work and other aspects 
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of life, they rely less on reasoning abilities to learn from the experiences of 
everyday life. However, with new experiences that are more removed from 
what a learner already knows, he can rely less on his knowledge base and 
will likely find the learning more challenging. For instance, it would be more 
difficult for a lawyer or doctor to learn a completely new career, such as K-12 
teaching, if she has reached or passed middle age than at a younger age. She 
could certainly still make this change, by applying knowledge gained through 
working with other adults to the new challenge of managing a classroom full 
of children. She would combine prior knowledge about how best to work 
with others with feedback from the new environment and determine how to 
transfer the skills she learned with adults to the new challenge.

Although the changes that occur on average as people age are well 
understood, questions about age-related trajectories in learning abilities are 
complicated by individual variability (Hertzog et al., 2008). That is, different 
individuals would be expected to grow or decline at varying rates, depending 
on the characteristics of their environments, exposure to pollutants that af-
fect neurophysiological functioning, health and sleep habits, and many other 
factors. Every individual’s trajectory will be idiosyncratic and depend on his 
particular experiences with schooling, work, family and community, hobbies, 
and more. Further, there is not one standard age at which abilities change in a 
way that affects learning and development. The general age-related trajectories 
in abilities are a function of regular aging (as opposed to memory impairment 
that is a function of psychopathology, such as dementia or Alzheimer’s disease).

Motivation for Learning 

In Chapter 6, we discussed influences on people’s motivation to learn that 
apply in general across the life span, but what people value and other aspects 
of motivation are likely to change as they age. These changes will influence 
the goals they pursue and the types of activities they perceive to be important 
to their sense of competence and well-being (Ebner et al., 2006; Kooij et al., 
2011). Developmental activities that do not provide the learner with a sense 
of growth and accomplishment are unlikely to be sustained as people age 
(Carstensen et al., 1999). For instance, there is evidence that people’s motiva-
tion to achieve and to be recognized for that achievement, whether at work 
or in other environments, tends to decline with age, while their motivation 
to use their vast repertoire of skills, help others, and preserve their resources 
and sense of competence tends to increase with age. 

Some researchers have suggested that successful aging is a function of 
selecting age-appropriate goals, optimizing existing resources, and compen-
sating for age-related declines using social or technological resources (Baltes 
and Baltes, 1990; Heckhausen et al., 2010). Others have pointed out the im-
portance of age-related changes in affective preferences for information dur-
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ing learning (Carstensen et al., 1999). For example, one study suggested that 
older adults were more likely than younger ones to prefer positive emotional 
information and to avoid negative emotional information (Wang et al., 2015). 
Specifically, older workers responded favorably to feedback that was positive, 
perceived to be of high quality, and delivered in a fair manner. They were 
also more attentive to the interpersonal nature of feedback, whereas younger 
workers were more attentive to feedback that provided information on how 
to improve their performance. Compared to younger learners, older learners 
have also been shown to be more likely to compensate for age-related changes 
in reasoning and cognitive abilities when they participate in training and de-
velopment programs that build on existing knowledge, are well structured, 
and permit learning to occur in less time-pressured formats (Heckhausen et 
al., 2010; Maurer et al., 2003).

Taken together, this evidence on motivation during adulthood points to 
the importance of learning opportunities and environments that take account 
of age-related changes in learner capacities, motives, and affective preferences. 
Specifically, research points to the value of training for older learners that 
enhances the learner’s self-efficacy, accommodates age-related differences 
in cognitive capacities and emotional reactions to feedback, uses content 
that builds on the trainee’s existing knowledge and skills, and has immediate 
relevance to the trainee.

Learning Activities and Environments 

The environments in which people learn also vary as they progress 
through the life span. Learning in adulthood may occur in connection with 
formal programs aimed at professional development or when an individual 
pursues or improves skills such as mathematics literacy or English as a 
second language. Learning also occurs in connection with the desire to 
develop avocational interests or to improve health and financial literacy to 
deal with the challenges of daily life (Kanfer and Ackerman, 2008). Thus, 
adult learners may be engaged in formal learning environments, such as 
when a manager working full time enrolls in a continuing education course 
to learn more about art history in her spare time or when an unemployed 
maintenance worker engages in workforce software training. But much adult 
learning—whether in personal life or on the job—takes place in informal 
training environments: for instance, in learning a new job by executing its 
tasks without formal training (Tannenbaum et al., 2010) or in the learning 
that takes place when a person visits a new city or country, reads a news-
paper, or plans for retirement. 

We also note that people generally adapt their ideas about what they want 
to learn and do in the future as they age (Carstensen et al., 2003), and they 
tend to choose environments that align with their established knowledge and 
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skills, which makes learning new domain-related information easier (Baltes and 
Baltes, 1990). Figure 9-1 provides a framework for thinking about the types of 
learning and development activities in which a person might engage over the 
life span. It highlights whether the activity is done of the learner’s own volition 
(willingly chosen) and the formality of the learning environment (the extent 
to which the activity is structured and specifies desired learning outcomes). 
This figure is useful for framing a discussion of learning environments, but 
distinctions may not always be clear-cut. For example, if particular training is 
necessary for a desired promotion, pursuing this training opportunity could 
be viewed as either autonomous or mandated. 

The decoupling of the formality with which training content is delivered 
from its volitional nature, as shown in Figure 9-1, will likely become increas-
ingly important with the proliferation of educational technology, which has 
increased access to affordable, self-directed training and development activities 
at different levels of formality. Participation in such activities may be motivated 
by an individual’s desire to develop workplace skills for a promotion or job 
change, but they generally include learning goals, a schedule, a curriculum, 
and possibly a syllabus (Siemens et al., 2015). According to the National Center 
for Education Statistics, in 2005, more than 39 percent of adults ages 40 to 
65 had participated in some form of formal coursework during the previous 

• Keeping up to date on industry news and
events by reading relevant publications

• Taking a walking tour of an historical area
(e.g., Gettysburg, PA)

Self-directed (autonomous) 
development in an 

informal environment 

• Taking an online course outside of the
workplace to expand relevant knowledge base

• Taking a photography class

Self-directed (autonomous) 
development in a formal 

environment

• Receiving mentoring by a more experienced
colleague to learn a job-required skill

• Reviewing company policy related to job-
specific topics

Required (mandated) 
development in an 

informal environment

• Participating in annual employment-wide
training to adhere to human resources policies
at work

• First-aid training for school employees

Required (mandated) 
development in a 

formal environment

FIGURE 9-1 Examples of autonomous (self-directed) and mandated learning in formal and 
informal settings.
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12 months,2 and with the proliferation of online learning experiences such 
as massive open online courses, the number of people engaging in formal 
coursework should increase even further. Further work is needed to examine 
all of the components of lifelong intellectual development.

Cognitive Abilities 

There can be substantial variability in the trajectory of people’s cogni-
tive ability as they age. At one extreme are “super agers,” who perform like 
younger adults and often have brains that resemble those of people two to 
three decades younger (e.g., Harrison et al., 2012). At the other extreme are 
older adults with mild cognitive impairment or dementia. Although coverage 
of this latter portion of the spectrum is beyond the scope of this report, there 
has been an increasing interest in examining the factors that may explain some 
of the variance in functioning among older adults and in using structural and 
functional neuroimaging methods to better identify what neural differences 
may relate to that variability in performance (Kensinger, 2016). 

Age-related changes in cognition affect the way adults process and 
maintain information and therefore also affect how adults learn. Although 
cognitive declines are relevant to learning—because these abilities include 
the attentional and cognitive resources a person can devote to learning and 
intellectual development—they are not the same as learning. In adults, the 
ability to generate and contribute to a knowledge base increases until their 60s 
and then gradually declines. However, when cognitive abilities are examined 
separately, a varied age-related trajectory can be seen. In terms of memory, 
some abilities (e.g., binding pieces of information together in memory, the 
ability to provide specific memories, metamemory during retrieval) show 
relative decline with aging while others (collaborative memory, emotional 
and motivated memory, acquisition and maintenance of existing knowledge 
base) show relative preservation with aging.

In Chapter 3, we discussed the ways adult brains may compensate for 
declines in some kinds of cognition by recruiting other resources. Although 
late adulthood has been associated with decreases in the cognitive abilities 
associated with learning novel information, memory, and speed, this stage has 
also been associated with increased skill in solving social dilemmas (Grossman 
et al., 2010). One interpretation of this increase is that older people may be 
better able than younger people to evaluate the negative consequences of 
social decision making. Another view is that older adults focus on the bigger 
picture of how social conflicts relate to the broader values and feelings of those 
involved—a shift that can be described as growing “wise” and that plays an 
important cultural role in society.

2See https://nces.ed.gov/programs/digest/d14/tables/dt14_507.30.asp [March 2017].
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In Western contexts, ideas of “successful aging” (Havighurst, 1961) have 
incorporated concepts of social engagement as well as cognitive function 
(Rowe and Kahn, 1987). As a result, there has been increasing interest in un-
derstanding why the social connectedness of an individual could influence age-
related trajectories (see Antonucci et al., 2001; Berkman, 1985, for reviews). 
Research has confirmed that factors such as life satisfaction (Waldinger et al., 
2015) can mitigate some of the declines associated with aging. Similarly, hav-
ing a strong social network (Glymour et al., 2008) rather than being lonely 
(Wilson et al., 2007) can reduce the speed of age-related cognitive decline 
(Kensinger, 2016). 

Some effects of aging can be thought of as interactions between an 
individual and an environment that unfold over time. These interactions 
can manifest in two ways. First, age can minimize or exaggerate the effects 
of culture. For instance, differences in how American and Chinese people 
categorize information are larger among older adults than among younger 
adults (Gutchess et al., 2006). Even though this research was cross-sectional 
(i.e., studying all age groups at once), this result suggests that aging magnifies 
cultural differences—likely because of the additional time that an older adult 
has been immersed in the culture. Alternatively, it may indicate a historical 
change: that cultural differences between these groups were more pronounced 
at the time when the older participants were young. Conversely, cultural ef-
fects may sometimes be minimized with aging; this pattern is thought to occur 
because effects of culture are minimized as resources become depleted with 
age (Kensinger, 2016; Park and Gutchess, 2002). 

Culture can also influence the types or degree of cognitive changes that 
are manifested with age. Researchers have explored this idea by examining 
the effects of more localized environments or subcultures on cognitive aging 
and asking how the community environment affects the way that cognition 
changes as a person ages, but these investigations have not yet established a 
clear answer. That is, effects have been noted in a number of studies, but the 
magnitude of the effects, as well as the specific domains showing the largest 
effects, have varied from study to study (e.g., Cassarino et al., 2015; Wu et 
al., 2015). Moreover, the intersection between the influence of community, 
social support, and social networks has been under-explored. Although there is 
still much to learn, the extant research does suggest that community environ-
ment, in addition to broader cultural influences, will need to be considered 
in order to understand the reasons for variation in cognitive aging trajectories 
(Kensinger, 2016).

LEARNING DISABILITIES
We look next at disabilities that may affect learning at every age. A conser-

vative estimate is that 2 to 5 percent of children in the public school popula-
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tion have learning disabilities, and they are the largest category of children 
served in special education. However, there is no agreed-upon definition of 
learning disabilities that applies to adults, so there are not firm estimates of 
the percentage of U.S. adults who are affected by them (Lindstrom, 2016; 
Swanson, 2016).

Learning disabilities have been defined as “unexpected, significant dif-
ficulties in academic achievement and related areas of learning and behavior 
in people who have not responded to high-quality instruction” and whose 
difficulties “cannot be attributed to medical, educational, environmental, or 
psychiatric causes” (Cortiella and Horowitz, 2014, p. 3). It is important to 
emphasize that learning disabilities are not the result of poor instruction. They 
are caused by specific psychological processing problems; neurological inef-
ficiencies with a biological base affect performance on specific tasks such as 
the acquisition and use of listening, speaking, reading, writing, reasoning, or 
mathematical abilities, specifically: 

•	 	The difficulty is not the result of inadequate opportunity to learn, 
general intelligence, or significant physical (e.g., hearing impairment), 
emotional (e.g., stress), or environmental factors (e.g., poverty, family 
abuse), but of basic disorders in specific psychological processes (such 
as remembering the association between sounds and letters).

•	 	The difficulty is not manifested in all aspects of learning. The indi-
vidual’s psychological processing deficits depress only a limited aspect 
of academic behavior. 

The most common types of learning disabilities are those that affect learn-
ing in reading, mathematics, or written expression. Dyslexia, which is difficulty 
reading that results from problems in identifying speech sounds and learning 
how they relate to letters and words, is the most prevalent and easily recog-
nized type of learning disability. Individuals who have disabilities in reading 
may also have other disorders of attention, language, and behavior, but each 
affects learning in a different way (Cortiella and Horowitz, 2014). Though 
learning disabilities share certain features, there is a great deal of variability 
among the individuals affected by them (Swanson, 2016). 

Causes of Learning Disabilities

Learning disabilities arise from neurological differences in brain structure 
and function and affect a person’s ability to receive, store, process, retrieve, 
or communicate information. While the specific nature of these brain-based 
disorders is still not well understood, considerable progress has been made in 
mapping some of the characteristic difficulties to specific brain regions and 
structures. Evidence suggests that some learning disabilities have a genetic 
basis. Researchers have documented, for example, that certain learning dis-
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abilities, such as attention deficit/hyperactivity disorder and related disor-
ders, occur with considerable frequency within some families (Cortiella and 
Horowitz, 2014; Lindstrom, 2016).

Learning disabilities may also be a consequence of insults to the develop-
ing brain that occur before or during birth, such as significant maternal illness 
or injury, drug or alcohol use during pregnancy, maternal malnutrition, low 
birth weight, oxygen deprivation, and premature or prolonged labor. Postnatal 
events resulting in learning disabilities might include traumatic injuries, severe 
nutritional deprivation, or exposure to poisonous substances such as lead. 

We emphasize that a learning difficulty is not a learning disability if it is 
caused by visual, hearing, or motor disabilities; intellectual disabilities (formerly 
referred to as mental retardation); emotional disturbance; cultural factors; 
limited English proficiency; environmental or economic disadvantages; or 
inadequate instruction. However, according to Cortiella and Horowitz (2014), 
there is a higher reported incidence of learning disabilities among people living 
in poverty, perhaps because of increased risk of exposure to poor nutrition, 
ingested and environmental toxins (e.g., lead, tobacco and alcohol), and other 
risk factors during early and critical stages of development. Moreover, given 
that learning is affected by a complex set of environmental and individual 
variables, the stigma of learning disabilities is likely to also affect continuing 
growth and development throughout the life span (Lindstrom, 2016). Here 
we focus on two subtypes of learning disabilities that have been extensively 
researched: reading and math disabilities.

Reading Disabilities

It is difficult to know exactly how many children and adolescents are af-
fected by disabilities in reading because available data are not broken down 
by type of learning disability.3 Researchers have identified three types of 
reading disabilities (Flecher et al., 2007): (1) problems in word recognition 
and spelling; (2) difficulties in reading comprehension; and (3) difficulties in 
reading fluency and poor automaticity of word reading.4 Although there are 
no population-based studies of this disorder, individual studies suggest that 
approximately 10 percent of samples of children with reading problems have 

3In 2014-2015, 13 percent of public school students received special education services, and 
35 percent of those students were classified as having some type of learning disability (see 
https://nces.ed.gov/programs/coe/indicator_cgg.asp [June 2017]). In 2013, the percentage of 
children identified by a school official or health professional as having a learning disability was 
8 percent (see https://www.childtrends.org/indicators/learning-disabilities [June 2017]). The 
terms “reading disability,” “dyslexia,” and “specific learning disorders in reading” are used inter-
changeably. Most researchers who focus on anatomical abnormalities use the term “dyslexia,” 
whereas researchers interested in cognitive dysfunction use the term “reading disabilities” 
(Swanson, 2016).

4See National Research Council (1998, 1999e) for detailed discussions of learning to read and 
reading disabilities.
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reading comprehension difficulties (Nation et al., 1999; Snowling and Hulme, 
2012; Swanson, 2016). 

Research suggests that fundamental deficits in verbal abilities (including 
but not limited to reading disabilities) emerge between the ages of 5 and 18. 
These findings align with neurological studies that suggest that underactiva-
tion of certain brain regions correlates with weak cognitive performance on 
verbal tasks (Maisog et al., 2008; Richlan, 2012; Richlan et al., 2009, 2013). 
Because most neuroimaging studies of reading disabilities have been conducted 
with children or adults who have had years of reading difficulty, it has been 
impossible to determine whether the brain differences are associated with 
the underlying neurobiological causes of reading disabilities or are instead the 
consequence of years of altered and often vastly reduced reading experience 
(including compensatory alterations in reading networks) (Lindstrom, 2016). 
However, a variety of research supports the conclusion that underlying brain 
physiology accounts for some reading disabilities (Fischer and Francks, 2006; 
Hoeft et al., 2007; Leppänen et al., 2012; Molfese, 2000; Neuhoff et al., 2012, 
2015; van Zuijen et al., 2013). 

Mathematics Disabilities

Although mathematics disabilities have been less thoroughly researched 
than reading disabilities, they are also common.5 The fact that some children 
have disabilities in both areas suggests that a similar cognitive deficit can 
play a role in both (Geary, 1993, 2013). Like other learning disabilities, those 
disabilities specifically affecting mathematics learning, often referred to as 
dyscalculia, are neurodevelopmental disorders of biological origin (American 
Psychiatric Association, 2013). 

A synthesis of the literature on mathematics disabilities (Geary, 1993; 
also see Geary, 2013, for a review) identified three distinct groups of chil-
dren with mathematics disabilities. One group is characterized as deficient in 
semantic memory. These children have disruptions in the ability to retrieve 
basic facts from long-term memory and high error rates in recall. Further, the 
characteristics of these retrieval deficits (e.g., slow solution times) suggest 
that children in this first group do not experience a simple developmental 
delay but rather have a more persistent cognitive disorder across a broad age 
span (Swanson, 2016). 

Children in the second group have procedural types of math disabilities. 

5As with reading disabilities, measuring the prevalence of math disabilities is challenging. Esti-
mates ranging from 3 to 6 or 7 percent of the school-age population have been suggested (e.g., 
Geary, 2013; Reigosa-Crespo et al., 2012) but definitions vary. A significant number of children in 
U.S. schools demonstrate poor achievement in mathematics, and it is likely that disabilities ac-
count for some of that deficit (Swanson, 2016).
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They generally use developmentally immature procedures in numerical calcula-
tions and therefore have difficulties in sequencing multiple steps in complex 
procedures. Children in the third group have a visual/spatial math disorder. 
These individuals have difficulties representing numerical information spatially. 
For example, they may have difficulties representing the alignment of numer-
als in multicolumn arithmetic problems; may misread numerical signs; may 
rotate or transpose numbers; may misinterpret spatial placement of numerals; 
and may have difficulty with problems involving space in areas, as required 
in algebra and geometry (Lindstrom, 2016). 

Children with math disabilities, in contrast to learners characterized as 
low achievers, show a deficit in number processing, learning of arithmetic 
procedures, and memorizing basic arithmetic facts. Further, children with 
math disabilities do not necessarily differ from their peers with normal math 
ability in the types of strategies they use to solve simple arithmetic problems. 
However, they do differ in the percentage of retrieval and counting errors 
they make as a result of incorrect long-term memory of addition facts and 
lower average working memory capacity. Children with math disabilities 
have pervasive deficits across all working memory systems, but understand-
ing of the relationship between specific components of working memory and 
specific mathematical cognition is still in the developmental stages (Geary, 
2013; Swanson, 2016). 

Few common patterns in anatomical causes of dyscalculia, or math 
disabilities, have been identified. However, in a meta-analysis of magnetic 
resonance neuroimaging studies of children diagnosed with developmental 
dyslexia and/or math disability, Kaufmann and colleagues (2011) found that 
children’s activation patterns were modulated by the type of task performed 
(symbolic or nonsymbolic; number comparison versus calculation). These find-
ings suggest both areas of commonality and differences; additional research 
to explore these connections would be useful.

Learning Disabilities in Adults

There is no single, shared method for assessing and counting adults with 
learning disabilities related to literacy or math skills (Fletcher, 2010; Gregg 
et al., 2006; MacArthur et al., 2010; Mellard and Patterson, 2008; Miller et 
al., 2010; Sabatini et al., 2010; Swanson, 2016). Thus, it is unclear how many 
adults have learning disabilities in either area. A conservative estimate is that 
approximately 3 to 5 percent of the general population has a reading disabil-
ity (Swanson, 2016). Looking more broadly, it has been estimated that 20 to 
30 percent of U.S. adults lack the literacy skills needed to meet the reading 
and computation demands associated with daily life and work (Kutner et al., 
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2007).6 These estimates include people who self-identified as having learning 
disabilities, primarily in the area of reading (e.g., U.S Department of Educa-
tion, 1992). 

Because there is limited research on reading disabilities in adults (and 
even less on adults’ mathematics disabilities), it is unclear whether adults 
with reading disabilities have cognitive deficits similar to those that have 
been noted in children or whether adults’ cognitive deficits are the result 
of other factors, such as relatively lower general intelligence compared to 
adults not suffering from reading disabilities. In one examination of these 
issues, Swanson and colleagues (Flynn et al., 2012; Swanson, 2012; Swanson 
and Hsieh, 2009) synthesized research in which adults with reading disabili-
ties were compared with average-achieving adult readers to determine how 
they differ from adults without a reading disability on measures related to 
overall reading competence. These researchers found differences in read-
ing comprehension, reading recognition, verbal intelligence, naming speed, 
phonological awareness, and verbal memory (Swanson and Hsieh, 2009; 
Swanson, 2016). 

There is also little research on the social and other consequences for adults 
who have learning disabilities. Existing research mostly focuses on the transi-
tion from secondary schooling into the workforce. Researchers have found 
that, compared to their nondisabled peers, adults with learning disabilities 
have a greater risk of dropping out of postsecondary schooling (Newman et 
al., 2009; Rojewski et al., 2014, 2015), lower postsecondary enrollment and 
attainment (Wagner et al., 2005), restricted labor force participation (Barkley, 
2006), and lower earnings (Day and Newburger, 2002). The majority of jobs 
obtained by adolescents with learning disabilities when they leave school 
are semiskilled and usually part-time positions (Barkley, 2006; Gregg, 2009; 
Rojewski, 1999). Although some research (Newman et al., 2010) shows no 
real differences in earnings for these young people, even when wages were 
adjusted for inflation, there is evidence that the earning power gap between 
learning-disabled adults and their nondisabled peers is widening as a result 
of growing disparities in educational attainment (Day and Newburger, 2002; 
Swanson, 2016; Wagner et al., 2005).

Adult Literacy

Many adults in the United States and around the world lack basic literacy 
skills. U.S. adults scored below average in a study of literacy, numeracy, and 

6 The Program for the International Assessment of Adult Competencies (PIAAC) collects data 
on adult literacy and reports it in terms of percentages of adults who score at five different 
proficiency levels in these areas (see https://nces.ed.gov/surveys/piaac/results/makeselections.
aspx [June 2017]).
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problem solving in technology-rich environments conducted in 22 countries 
across Asia, North America, Europe, and Australia (Goodman et al., 2013). 
More than 50 million adults in the United States do not read at a level sufficient 
for them to secure a job, yet only a small percentage of these adults (approxi-
mately 2 million) were enrolled in federally funded adult education programs 
to increase their skills (National Research Council, 2012c). Even when adults 
do enroll in adult education, literacy programs are beset with many obstacles: 
poor funding; limited professional development for teachers and tutors; high 
absenteeism and attrition rates; and a wide diversity of students in terms of 
racial, ethnic, and gender identities, and age (between 16 and 80+), as well 
as employment, educational, and language status (Greenberg, 2008).

Technology is a key tool for providing access to adult education for learn-
ers who have work and family responsibilities that make attending courses 
in person difficult. Technology also makes it easier to tailor training to suit 
diverse skills and reading levels (Kruidenier, 2002; National Institute of Lit-
eracy, 2008). Adaptive, intelligent tutorial programs can address a range of 
skills and needs, and programs available online allow students to access the 
learning environments in their own homes, neighborhood libraries, schools, 
houses of worship, or locations of employment. Technology can also be 
used to develop environments that motivate learners, such as social media 
platforms, computer systems with intelligent conversational agents, and Web-
based repositories of readings that target the particular interests of the adult 
(National Research Council, 2012c). 

A significant body of research on adults who read at the third- to eighth-
grade levels is available at the Center for the Study of Adult Literacy (CSAL).7 
The research explores interventions to improve reading that can be imple-
mented by teachers or tutors or by means of computer technologies. For ex-
ample, one promising intervention is based on a successful teacher intervention 
called PHAST-PACES, which focuses on obstacles to word identification and 
decoding through a framework of phonologically based remediation (Lovett 
et al., 2012). CSAL tailored the program, which uses a combination of direct 
instruction and dialogue-based metacognitive training for adult readers. 

We emphasize that interventions to improve adult literacy must optimize 
a number of factors to be successful; it is important to also consider the 
prospective participants’ motivation, emotions, interests, and social lives, so 
that the materials used in the intervention have practical value for their lives.

Interventions

Adults and children with learning disabilities are a diverse group, and no 
general instructional model can be recommended for all of them (Swanson, 

7For more information, see http://csal.gsu.edu [March 2017].
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2016). With respect to children, there have been several meta-analyses that 
examined instructional interventions in domains such as mathematics (e.g., 
Gersten et al., 2009; Xin and Jitendra, 1999), writing (Graham and Perin, 2007), 
and reading (e.g., Berkeley et al., 2010; Edmonds et al., 2009; Swanson, 1999; 
Wanzek et al., 2013). 

The results from these studies suggest that children with learning disabili-
ties are generally responsive to intense instruction. For example, controlled 
experimental studies showed a relatively large improvement after intense 
instruction using particular models (Swanson et al., 1999). These interven-
tions involved (a) teaching a few concepts and strategies in depth rather than 
teaching a larger number superficially, (b) teaching students to monitor their 
performance, (c) teaching students when and where to use the strategy in 
order to enhance generalization, (d) teaching strategies as an integrated part 
of an existing curriculum, and (e) providing supervised student feedback 
and opportunities for practice. The results indicated that explicit strategy 
instruction (explicit practice, elaboration, strategy cuing) and small group 
interactive settings yielded the greatest improvement in treatment outcomes 
(Swanson, 2000). 

One might expect these findings to generalize to populations of adults 
with learning disabilities, but this remains an area ripe for future research 
(Flynn et al., 2012; Hock, 2012; Mellard and Patterson, 2008; Swanson, 2016). 
Most of the available work related to adults has been limited to identifying 
assessment accommodations (e.g., providing extended time for testing) for 
adults with learning disabilities. Because there is limited research on learning 
disabilities in adults (including assessment tools), it is unclear whether the 
cognitive deficits seen in children are similar to those in adults with learning 
disabilities. Although no general instructional model can be recommended 
for all adults and children with learning disabilities, children are generally 
responsive to intense instructional programs. 

We note also that many of the difficulties associated with learning dis-
abilities such as dyslexia, dyscalculia, and attention deficit disorders stem from 
a mismatch between individuals’ neuropsychological predispositions and 
strengths on the one hand and the demands of the learning context on the 
other (see e.g., McDermott and Varenne, 1996). For example, dyslexic learn-
ers’ phonological decoding deficits (i.e., problems associating letters with lin-
guistic sounds) are especially problematic in countries that use phonographic 
(alphabetic) writing systems with complex orthographic conventions, such 
as English. In countries such as Greece and Germany where the orthographic 
conventions are more straightforward, there is a lower incidence of dyslexia 
(Landerl et al., 2013; Vellutino et al., 2004). 

The match between learner and context is critical to good outcomes: in 
conducive contexts and with the right supports, students with learning dis-
abilities and mental illnesses can be successful students. For example, there is 
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evidence that allowing students with attention deficit/hyperactivity disorder to 
structure their learning environments and resources adaptively can facilitate 
their learning (Fugate et al., 2013). Individuals with disabilities reflect the same 
range of human qualities and abilities that others do. Education that capital-
izes on an individual student’s capacities that are assets for learning (e.g., a 
dyslexic learner’s strengths in pattern recognition and peripheral vision) is 
thus particularly important for these students (Lorusso et al., 2004; Schneps 
et al., 2007; von Károlyi et al., 2003; see also Wei et al., 2013, regarding indi-
viduals with autism). 

POSTSECONDARY EDUCATIONAL EXPERIENCES
Once people complete their compulsory education, they may pursue 

further education in a variety of settings (e.g., community college, college, 
university, vocational or technical schools). There are several important dif-
ferences between K-12 and postsecondary education settings. 

First, institutions that educate adults have varied goals. Many academic 
institutions use prior academic performance and ability to select those they 
think will succeed and thrive in the academic environment they provide; they 
do not have responsibility for the success of people whom they do not accept 
or who do not succeed in their environments. Although there are exceptions, 
such as adult literacy and retraining programs, for most academic institutions 
and organizations that are training employees the focus is on recognizing 
and rewarding talent, rather than raising the performance of those who are 
struggling. Though academic institutions and educators are increasing their 
attention to factors that affect their students’ performance and persistence 
(such as adjustment to college life and study skills), it remains true that when 
students do not perform well in school, colleges are not required to continue 
to enroll them. In work environments, the outcomes for people who are not 
able to learn new skills can be even harsher; workers who cannot or will not 
learn a required skill can expect to be told to look for other employment. 
These two examples illustrate how vital it is that K-12 experiences prepare 
students for the developmental demands of college and beyond.

There are also marked differences between the classroom experiences 
characteristic of K-12 and postsecondary education and those common in train-
ing and development in the workplace. In postsecondary situations, students 
may be expected to complete more of the work outside of the classroom than 
they had in high school, but they are free to decide how they will prioritize 
their study time and get work done. In work situations, supervisors will rarely 
assess whether the employee has learned the necessary skills to execute a task; 
rather, workers are expected to figure it out on their own and ask questions if 
they have them. This increased autonomy highlights the importance of inter-
est, motivation, and the capacity to monitor and regulate their own progress. 
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Researchers have not directly assessed the relative importance of interest 
and motivation among K-12 and postsecondary students. However, there is 
some empirical evidence that these factors are important for success in post-
secondary environments, along with cognitive ability and psychosocial con-
textual influences such as cultural background (e.g., status as a first-generation 
college student8 (see Ackerman et al., 2013; Richardson et al., 2012). Most of 
this research uses grade-point average as a proxy for learning, though many 
factors may affect it. This research suggests that cognitive ability (typically 
measured through standardized tests) and high school performance tend to 
account for the most variance in college grade point average, but motivational 
factors such as academic self-efficacy, intrinsic motivation, and goal orientation 
also have been positively associated with academic performance (Ackerman 
et al., 2013; Richardson et al., 2012). 

Researchers have also begun examining elements of a student’s pre-college 
experiences and cultural background to better understand the factors that lead 
to success. They have found that the social climate at many colleges and uni-
versities does not serve minority and first-generation students well (Stephens 
et al., 2012). These students often encounter challenges that other students 
do not face. First-generation students, for instance, tend to come from families 

8A first-generation student is a student who does not have at least one parent who graduated 
from a 4-year college or university.

BOX 9-1 The Meyerhoff Scholars Program

The Meyerhoff Scholars Program at the University of Maryland, 

Baltimore County, has successfully increased diversity among future 

leaders in science, engineering, and related fields. Myerhoff Scholars are 

nominated while they are prospective undergraduate students and plan 

to pursue doctoral study in the sciences or engineering. These students 

have shown interest in the advancement of minorities in these scientific 

fields. The program seeks to establish a tightly knit learning community 

in which students inspire one another to excel. The program reports 

that its students are 5.3 times more likely to have graduated from or be 

currently attending a science, technology, engineering, or mathematics 

masters or doctoral program than are students who were invited to join 

the program but declined and attended another university instead (see 

http://meyerhoff.umbc.edu).
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with far fewer resources than continuing-generation students, so they are 
more likely to work for pay at one or more jobs during college in order to pay 
tuition or living expenses (Phinney and Haas, 2003). They therefore have less 
time to invest in further opportunities for learning and development, such as 
unpaid internships (Pascarella et al., 2004). 

These challenges are also cultural in that many American universities 
support middle-class norms of independence (e.g., paving one’s own path), 
which can be at odds with working-class norms of interdependence (e.g., 
connecting with others; attending to others’ needs). Studies of the possible 
effects of a cultural mismatch for first-generation students suggest that posi-
tioning the university culture as independent rendered tasks more difficult for 
first-generation students, but that representing the culture as interdependent 
facilitated their performance (Stephens et al., 2012). This is but one example, 
and although research continues to examine elements of postsecondary 
educational environments that facilitate or impede student performance, 
more work in this area is urgently needed. Box 9-1 describes an approach to 
addressing this problem. 

WORKFORCE TRAINING 
Formal training accounts for a relatively small percentage of workplace 

learning, but it is still important for many learners (Tannenbaum et al., 2010). 
Developing an effective training program requires attention to the needs of 
the organization and its employees, as well as the constraints in which the 
organization operates (Goldstein and Ford, 2002). 

Some research has examined training performance as people age. Age is 
generally negatively related to performance in training, in that older learners 
typically take longer in training and do not perform as well as younger learn-
ers after training (Kubeck et al., 1996; Ng and Feldman, 2008). Nonetheless, 
research does indicate that older adults can learn in training environments if 
that environment is designed to meet the individual needs of learners (Callahan 
et al., 2003; Charness and Schumann, 1992). The bottom line is that tailoring 
instruction to the different motivations and abilities of individual learners is 
important for workplace training for people of all ages, and the same training 
intervention will not be equally effective for everyone (Cronbach, 1957; Snow, 
1989). The age-related differences in performance that should be considered 
in planning training for older adults likely relate to the changes in reasoning 
and motivation discussed above. 

Although very little research has examined tailored instruction with 
working-age adults, the available evidence suggests that older learners may 
benefit from more structure (i.e., step-by-step instruction) in highly complex 
training environments (Carter and Beier, 2010; Gully et al., 2002). Nonetheless, 
research in this area is sparse, and much work remains to be done to identify 
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the best training interventions for individual learners at any age. However, 
we note that technological advances in training design offer new and easier 
means of customizing training to individual learners’ needs and interests (Snow, 
1989; Wolfson et al., 2014). For instance, an employee using an online training 
tutorial can modify the structure of the program to meet her needs by chang-
ing the interface to provide step-by-step instructions when the content to be 
learned is unfamiliar and perhaps change it back to provide less instruction 
when the knowledge domain is more familiar. Technology to support tailored 
instruction has great promise for workplace training and is a topic that merits 
further research (Gully and Chen, 2010; Wolfson et al., 2014).

Determining Whether People Learn in the Workplace 

The effectiveness of workplace training is typically assessed in four ways 
that derive from an evaluation framework designed to assess an array of 
outcomes, from trainee reactions to the organization’s return on investment 
(Alliger and Janak, 1989; Kirkpatrick, 1967). First, immediately after train-
ing, surveys and other methods can be used to assess trainees’ reactions to 
and satisfaction with different aspects of the training. Second, an evaluation, 
typically a knowledge test, can be conducted directly after the training has 
concluded to measure the knowledge acquired by each trainee. Third, the 
extent to which the trainee has transferred what was learned in training back 
to the workplace can be assessed, usually by examining workplace behaviors 
after training has concluded. 

The fourth indicator, which can also be measured, is the extent to which 
the organization benefits over time from the investment in training. Although 
calculating return on investment can be a complicated process because of the 
number of different variables other than training (ranging from market trends 
to myriad organizational initiatives) that can affect organizational success, it is 
an important outcome for organizations. In 2014, organizations spent an aver-
age of just over $1,200 per employee on training and development activities. 
From the organization’s perspective, this money is wasted if trainees do not 
apply what they learn in training to their performance on the job (Goldstein 
and Ford, 2002). The economic benefits of employee training may be difficult 
to assess but it is possible to measure trainees’ learning and ability to transfer 
what they have learned to new situations (Alliger and Janak, 1989). 

These four indicators may not provide very complete answers about the 
effectiveness of training. For example, they may more readily capture trainees’ 
attitudes or capacity to repeat what they just heard in training, rather than 
actual learning. The third level of assessment, measuring what the employee 
transfers to the job, arguably comes closest to assessing learning. But this type 
of assessment is more challenging than assessing attitudes and knowledge di-
rectly after training, so it is used less frequently. These challenges are similar 
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to the challenges of assessment in other educational settings: it is easier to 
find out how much students enjoy classes and perhaps what they know on 
the last day of class than to assess what learning really sticks.

Training Transfer

The transfer of training, or applying what has been learned in the work-
place, is the third level of evaluation discussed above. It has also been widely 
studied by cognitive psychologists, who have developed a taxonomy that 
distinguishes between near transfer and far transfer (Barnett and Ceci, 2002). 
Near transfer is using a skill learned in training at another time, outside of the 
training environment. Far transfer is using a trained skill in combination with 
other elements and/or at a time distant from training. Transfer of skill learning 
has been studied in other contexts, and findings from that research apply in 
organizational training contexts. For instance, knowledge learned in training 
will be more likely to transfer if the training and transfer environments are 
similar and if the training introduces desirable difficulties (those that pose a 
manageable level of challenge to a learner but require learners to engage at a 
high cognitive level) (Schmidt and Bjork, 1992). However, features of the orga-
nizational environment, such as how supportive managers and coworkers are 
when an employee uses a newly learned skill, influence transfer of workplace 
training back to the job (Blume et al., 2010; Rouiller and Goldstein, 1993).

A meta-analysis of research on workforce training transfer identified char-
acteristics of learners, such as differences in ability or personality (e.g., consci-
entiousness, dependability) and the training environment that are positively 
associated with transfer of training (Blume et al., 2010). The authors point to 
three elements in the work environment that are important: 

1.   Environmental support for training, including peer and supervisor 
support 

2.  Transfer climate, in the form of implicit cues in the environment that 
using what is learned in training on the job is expected, such as peers 
who actively transfer their new knowledge 

3.  Organizational constraints, such as lack of autonomy and other situ-
ational factors

They found that environmental support has the largest effect on transfer; 
organizational constraints also had a modest effect. They found modest evi-
dence that supervisor support in using the new skill may be more important 
than peer support. 

A few examples illustrate how situational cues and opportunities affect 
training transfer (Blume et al., 2010; Rouiller and Goldstein, 1993). If an 
employee attends training in the use of a database management software pro-
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gram that he rarely uses on the job, and if he does not have the opportunity 
to practice the newly learned skills for months, he likely will not be able to 
effectively transfer what he learned to his work. On the other hand, signals in 
the environment (situational cues) from coworkers or managers can support 
the employee in using his new skills. These signals may be perceived by the 
trainee as consequences: if the employee feels that his attempts to use the 
new skills or tools learned in training are met with negative consequences, 
he will be less likely to practice the newly learned skill (Blume et al., 2010; 
Rouiller and Goldstein, 1993). For example, a new database management soft-
ware designed to streamline a process that had previously involved multiple 
spreadsheets may feel difficult, inefficient, and error-prone when the newly 
trained employee first uses it. Indeed, if the difficulty of implementing this 
new skill is not acknowledged by supervisors and coworkers and the use of 
the new program similarly encouraged, the employee may revert to the old 
approach to meet a deadline. This would be an unfortunate waste of organi-
zational resources. Furthermore, research on skill learning suggests that dif-
ficulty using newly trained skills—at least initially—should be expected, but 
after extensive practice people can be expected to execute complex tasks 
with expertise (Ackerman, 1988; Anderson, 1982).

Autonomous Workplace Learning

Because workplace learning is diverse, professionals may engage in learn-
ing that is incidental and informal (i.e., as a side effect of the work), intentional 
but nonformal (related to work activities), or formal on-the-job and off-the job 
training and education (Tynjälä, 2008). Self-directed, or autonomous, learning 
at work is the most commonly reported approach for workforce develop-
ment, but informal methods, such as on-the-job training and peer learning, 
are largely unstudied (Ellingson and Noe, 2017). One reason is that learning 
and development are ubiquitous throughout the career span: people often do 
not realize that the activities in which they are engaging are developmental. 
Informal development activity is often considered to be a “part of the job” 
(Tannenbaum, 1997). Such experiences might include learning from failure, 
mastering new tools to be more efficient at work, or taking on challenging 
job roles required by a new project. Because learners tend not to view such 
activities and events as learning experiences, systematic evaluation of this 
learning is difficult (Boud and Middleton, 2003).

The prevalence of autonomous workplace learning reflects the ways many 
kinds of careers have changed in industrialized countries over the past 50 
years or so. Organizational researchers have remarked that during the mid to 
late 20th century, many workers could expect to spend the majority of their 
careers in a single organization and often to retire with a pension plan that 
rewarded their loyalty. Global competition for the best talent and increased 
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life expectancies, which have extended the average amount of time a person 
could expect to live past retirement from less than 10 years to more than 20 
(Hall and Mirvis, 1995, 2013), have spurred changes in perceptions of a career. 
Career growth is now exclusively the responsibility of the individual worker, 
not the organization. Today, most workers can expect to have multiple jobs 
and even several careers, pursued at many organizations, over the course of 
their working life. Assuming equal access to opportunities and no age-related 
bias, people may shift in and out of the labor pool at any age they wish. Suc-
cessful navigation of a career now requires continuous learning and develop-
ment, as these contribute to the development of professional skills, interests, 
and career identity (Hall and Mirvis, 1995, 2013). Organizational scientists 
call this phenomenon the Protean career to reflect its ever-changing nature 
(Hall and Mirvis, 1995).

The shift to Protean careers highlights the important effects that charac-
teristics of both the individual and the environment have on work trajectories. 
Individual characteristics, such as worker ability, interests, attitudes, and mo-
tivation, will play an increasingly important role in learning and development 
throughout the span of an individual’s working life because of the need to 
evolve and adapt. The nature of life-span development is essentially individual 
and is thus driven by each worker’s expectations, decisions, interests, per-
sistence, and abilities. These individual factors also interact with contextual 
factors both at work (e.g., climate and opportunities for development) and 
outside of work (e.g., life demands outside of work that make it difficult to 
participate in skill development) to influence continuous learning (Ackerman, 
2000; Beier et al., 2017). Consider, for example, how lack of access to child 
or elder care, libraries, and community events, and even a reliable Internet 
connection, may interfere with self-directed learning. Access to both formal 
(e.g., community education programs and participation in massive open online 
courses) and informal (e.g., books, Websites, and people-networks) opportu-
nities can greatly facilitate self-directed learning (Comings and Cuban, 2000). 
The effects of support or barriers are not trivial: for example, the support of 
a spouse, partner, or parent can be more important than career interest and 
goals in determining whether or not an individual spends time outside of work 
to develop new skills (Lent et al., 2000; Tang et al., 1999). 

Persistence during learning can also be affected by interactions between 
the environment and individual factors. For instance, an individual who per-
ceives herself as having declining memory abilities with age may be less likely 
to participate in learning a new job-related skill after a layoff (Maurer et al., 
2003). Any environmental barrier to the developmental experience (i.e., lack 
of Internet connection or limited transportation to attend training) will make 
participation in developmental activity even less likely.

Research on self-regulation of learning provides another lens for think-
ing about individuals’ workplace learning. For example, a qualitative study 
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examined how knowledge workers in a multinational energy company set and 
attained their learning and developmental goals to complete a specific project 
or task (Margaryan et al., 2013). The researchers found that the participants 
tended to focus on outcome goals (short- and long-term organizational needs 
relating to the project) rather than process goals, and they tended to be re-
sponsive to input from supervisors, mentors, and colleagues when planning 
and attaining their learning goals. The authors concluded that the participants’ 
direction of their own learning was highly dependent on the social and orga-
nizational context. 

This work suggests that the organizational environment, or the organiza-
tion’s culture for learning, can play a key role in facilitating employee devel-
opment (Tannenbaum, 1997). The following are important cultural elements 
that foster continuous workplace development: 

1.  Promoting a “big picture” perspective from which employees know 
what the goals of the organization are. This enables workers to align 
development with organizational goals.

2.  Providing assignments that permit people to stretch beyond their 
job description. In learning organizations, people are assigned tasks 
that provide opportunities to do new things, learn new skills, and ap-
ply what they learn back on the job (Ford et al., 1992; Schoorman and 
Schneider, 1988).

3.   Fostering a climate where people can learn from their mistakes. In 
learning organizations, mistakes are tolerated, particularly when people 
are trying new things in the early stages of learning. Research suggests 
that error-prone practice can actually enhance learning, so if mistakes 
are tolerated they can lead to greater development (Keith and Frese, 
2008). 

4.  Making employees accountable for their own development. For ex-
ample, performance evaluations might include ratings for engaging in 
autonomous career-related professional development.

Another effect of the shift to the Protean career model is that because learn-
ing is increasingly a function of individual experiences not controlled by an 
organization, workers’ development is increasingly idiosyncratic. This makes 
it extremely difficult to conduct any systematic evaluation of autonomous 
workplace learning and development activity. Nonetheless, the benefits of 
autonomous learning could be examined on the organizational level by tracking 
the amount, type, and quality of autonomous learning that occurs within an 
organization over a period of time and correlating these factors to outcomes 
such as employee capabilities, retention, and employee perceptions about the 
culture for learning and development (Tannenbaum et al., 2010). Quantifying 
the benefits of autonomous workplace learning at the organizational level in 
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this way would help to clarify how it works and why it is beneficial; thus far, 
however, we are not aware of any research on this.

Although there has been little scientific research on life span learning and 
development, the importance of autonomous learning is evident to workers 
themselves. Qualitative research on communities of practice (i.e., workers with 
common professional interests) within organizations suggests that employees 
tend not to rely on opportunities for formal training experiences for their own 
development unless they are interested in a job-specific skill. Instead, workers 
explore autonomous development opportunities based on their own interest, 
motivation, and abilities, as well as the people, resources, and time available 
in their work and home environments (Boud and Middleton, 2003). Indeed, 
self-initiated learning is pervasive among adult workers. A survey of more than 
400 workers across an array of professions identified learning from cowork-
ers and peers, on-the-job training, trial and error, and observing others as the 
most common methods of workplace learning; classroom learning at college 
or formal organizational training were far less commonly cited as important 
for development at work (Tannenbaum, 1997). 

With respect to on-the-job training, organizational scientists have studied 
the effects of jobs themselves. Jobs, particularly those that are cognitively 
challenging and that afford workers some control over the tasks in which they 
engage, offer their own learning opportunities (Hackman and Oldham, 1976; 
Karasek et al., 1998; Morgeson and Humphrey, 2006). Jobs high in autonomy 
require employees to make decisions about work methods, work schedul-
ing, and overall decision making, rather than relying on the organization for 
directives. Jobs high in complexity are challenging, intellectually stimulating, 
and engaging. Although most research has focused on examining the effect 
of job characteristics on workplace attitudes and related behaviors (e.g., job 
satisfaction and turnover) (see Morgeson and Hurphreys, 2006), researchers 
are beginning to examine learning as an important outcome of these types of 
job characteristics. For instance, a survey of more than 800 workers between 
the ages of 18 and 65 from various industries found that job demands and 
autonomy have a positive relationship with self-reported learning at work 
(Raemdonck et al., 2014). Future research might consider more-objective 
learning outcomes such as knowledge acquired, but this initial research on 
worker self-perceptions is promising.

Self-Regulated Learning in the Workplace 

Though workplace training is important, most workplace learning is 
employee-directed (Tannenbaum, 1997). The employee (i.e., the learner) must 
manage his own work-related learning by identifying knowledge competencies 
and gaps, setting learning goals, monitoring progress, and adapting strategies 
to meet learning requirements. All of these activities are components of self-
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regulated learning (Schultz and Stamov Roßnagel, 2010; Zimmerman, 2000). 
Though there is a significant body of work on self-regulation, little is known 
about how professionals regulate their own learning in the context of daily 
work. Most research in this area has focused on K-12 students. Moreover, for 
both adults and children, self-regulated learning has also typically been studied 
in laboratory conditions, which do not necessarily illuminate the impact of the 
real-world social and organizational environment on an individual’s practices 
(Margaryan et al., 2013). 

However, some work on questions about self-regulation of learning in 
the workplace suggests that each workplace is a complex system, where in-
dividuals’ work and learning activities are highly influenced by the workplace 
community and its social norms. The workplace system and community influ-
ence the defining and evaluating of learning goals, adaptation of strategies to 
social and organizational norms, and the nature of incentives and hindrances 
to learning (e.g., Siadaty et al., 2012). The distinctive features of a learning 
environment can also influence whether a learner uses self-regulation prac-
tices and whether she achieves desired goals (Boekaerts and Cascallar, 2006; 
Siadaty et al., 2012; Whipp and Chiarelli, 2004). An example of this work is 
the qualitative study cited above of how knowledge workers in a multinational 
energy company set and attained their learning and developmental goals to 
complete a specific task (Margaryan et al., 2013). The researchers found that 
learning in this workplace was structured and deeply integrated with the work 
tasks and priorities and that the focus was on outcomes (short- and long-term 
organizational needs relating to the project) rather than process goals. 

The Importance of Active Engagement

People learn continually through active engagement in their environments, 
and research has demonstrated that engaging in some activities promotes 
healthy aging, including performance in cognitive tasks (Bielak et al., 2012). 
The type of activity matters, however (Bielak, 2010; Carlson et al., 2012; 
Christensen et al., 1996). For example, an engaged lifestyle was positively 
associated with a reduction of older adults’ risk of cognitive impairment 
(Carlson et al., 2012), and the activities that had the strongest correlations 
were physical activities (Gow et al., 2012). 

Work activities have also been shown to be important in reducing the 
risk of cognitive impairment, particularly when they are mentally demanding 
(Bosma et al., 2002). The effects of job challenges on cognitive functioning 
have been shown both during employment and after retirement (Fisher et al., 
2014). Highly complex work with other people (e.g., mentoring and supervis-
ing functions) has been associated with increases in verbal ability in the years 
leading up to retirement, compared with less complex work that involved 
interactions with other people (Finkel et al., 2009). Declines in cognitive 
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performance have been observed in individuals who had higher physical or 
visual job demands (Potter et al., 2006). 

Similarly, Potter and colleagues (2008) found that work requiring higher 
levels of intellectual and social effort was associated with better cognitive 
outcomes, whereas work requiring greater physical effort was associated 
with cognitive declines. This finding may seem counter to the finding that 
physical exercise enhances cognitive abilities (Gow et al., 2012). There has 
been no definitive research on the topic, but it seems likely that a balance of 
cognitive demands and physical exercise may preserve abilities. It may also 
be that physically taxing jobs may not promote the type of physical activity 
that is associated with enhancing cognitive abilities (e.g., aerobic versus static-
strength-type exercises such as lifting) (Hertzog et al., 2008).

Although most research on activities and aging is correlational or ob-
servational in nature, some experimental research has demonstrated causal 
influences of activities on cognitive outcomes. For example, Stine-Morrow 
and colleagues (2008) found benefits for a program that involved team com-
petition and problem solving on a reasoning ability measure. Another study 
found benefits of active engagement on episodic memory for older adults 
(Park et al., 2014).

FOSTERING LIFELONG LEARNING
Researchers have explored ways to foster learning across the life span. 

They have not identified particular educational and learning interventions for 
people at specific ages, but the research does suggest factors that support 
continued learning. 

Working collaboratively with others is both a challenge and an opportunity 
that learners encounter in many contexts. Teams are key to planning, problem 
solving, and decision making in many contexts (National Research Council, 
2011). The importance of collaborative problem solving to economic stability 
and growth is reflected in the decision of OECD to include this capacity in 
its 2015 survey of student skills and knowledge (OECD, 2013). Group- and 
project-based training and collaboration are also recognized as among key 21st 
century skills (Care et al., 2016; National Research Council, 2011c, 2012b). 
There is little research on learning in these contexts, but the research on team 
performance can suggest inferences about learning. For example, in team 
training it may be that having some team members who dominate the learning 
environment could be detrimental to learning outcomes.

Collaboration can allow for a more effective division of labor, and solu-
tions developed collaboratively incorporate multiple sources of knowledge, 
perspectives, and experiences. However, the literature is mixed on whether 
the quality of solutions from a group is better than a collection of solutions 
from individuals working independently. On the positive side, problem-solving 
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solutions by a group are sometimes better than the sum of the solutions 
of the individual members (Aronson and Patnoe, 1997; Dillenbourg, 1996; 
Schwartz, 1995). Better solutions can emerge when differences of opinion, 
disagreements, conflicts, and other forms of social disequilibrium are explored 
and addressed. However, when there is chronic discord, one person overly 
dominates the team, some team members do not contribute adequately, or 
effort is wasted in irrelevant communication, the benefits of working in teams 
are reduced (Dillenbourg, 1996; Rosen and Rimor, 2009).

The success of a team can be threatened by an uncooperative member 
or a counterproductive alliance, and it can be facilitated by a strong leader 
who ensures that all team members are contributing. Studies have shown that 
skilled collaboration and social communication facilitate productivity in the 
general workplace (Klein et al., 2006; Salas et al., 2008) and, more specifically, 
in engineering and software development work (Sonnentag and Lange, 2002), 
in mission control in aviation (Fiore et al., 2014), and in interdisciplinary re-
search among scientists (Nash et al., 2003). 

People benefit from training in when and how best to apply collaboration 
skills (Care et al., 2016; Mullins et al., 2011). For example, the ground rules 
of the collaborative situation must be understood by the group members if 
they are to optimize their interactions and solutions. Students need to know 
when, why, and which aspects of collaboration are fruitful for improving the 
knowledge to be acquired and the problem to be solved. When is it best to 
focus on disagreements? When is it better to negotiate a consensus? How can 
the group find common ground on task goals and team organization? What 
tasks are best conducted individually versus with a tightly coordinated team? 
For highly interdependent tasks (i.e., those that are impossible to achieve 
individually), what is the schedule and communication protocol for initiating 
actions and completing objectives? How are tasks distributed among group 
members in the team organization? How are potential problems monitored 
and repaired? 

Research on training for these critical teamwork skills is just beginning. 
One framework, the Collaborative Problem Solving framework used by the 
Programme for International Student Assessment, identifies three core collab-
orative competencies: (1) establishing and maintaining a shared understanding, 
(2) taking appropriate action to solve the problem, and (3) establishing and 
maintaining team organization (OECD, 2013). These competences are crossed 
with problem-solving competencies: exploring and understanding; formulat-
ing a representation of the problem; planning and executing the plan; and 
monitoring and reflecting on the problem solution. A 2015 computer-based 
assessment of the program could be the basis for improvements in curricula 
in this area (see OECD, 2015). 
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CONCLUSIONS 
Individuals continue to learn throughout their lives, but once they 

complete the compulsory portion of their education, what and how much 
they learn is largely directed by their own choices and circumstances. Both 
reasoning and knowledge increase up to early adulthood, when their paths 
begin to diverge: abilities to quickly generate, transform, and manipulate 
factual information begin to decline, while knowledge levels remain stable 
or increase. We note that because conducting either randomized controlled 
trials or quasi-experimental research on the effectiveness of training interven-
tions in environments outside of K-12 settings is difficult, the research does 
not yet support strong conclusions about interventions. However, we offer 
two broad conclusions about lifelong learning. 

CONCLUSION 9-1: People continue to learn and grow through-
out the life span, and their choices, motivation, and capacity 
for self-regulation, as well as their circumstances, influence 
how much and how well they learn and transfer their learn-
ing to new situations.

CONCLUSION 9-2: People learn continually through active en-
gagement across many settings in their environments; learning 
that occurs outside of compulsory educational environments 
is a function of the learner’s motivation, interests, and oppor-
tunities. Engagement with work (especially complex work that 
involves both intellectual and social demands), social engage-
ment, physical exercise, and adequate sleep are all associated 
with lifelong learning and healthy aging. 
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10
Research Agenda

We began this report with a discussion of how all learners grow and learn 
in culturally defined ways in culturally defined contexts. In Chapter 2, the 
committee laid out a sociocultural view of learning and noted the application 
of work from the literature on developmental and cross-cultural psychology 
to understanding learning and education. This discussion set the stage for the 
discussions of research from cognitive science, neuropsychology, and other 
fields on numerous processes and functions of learning, specific influences 
on learning, and applications of this knowledge for lifelong learning and edu-
cation. Our review has pointed to strengthening connections among these 
research domains, and how these connections have supported improved un-
derstanding of the dynamic nature of learning. In this chapter, we briefly tie 
together themes from this body of work. We close with a research agenda we 
hope will guide researchers and funders of research in pursuing even deeper 
understanding of human learning. 

THE DYNAMIC NATURE OF LEARNING
Learning is a dynamic, ongoing process that is simultaneously biological 

and cultural. Each individual learner functions within a complex developmen-
tal, cognitive, physical, social, and cultural system. Factors that are relevant to 
learning include influences from the microscopic level to the characteristics 
of the learner’s neighborhood, community, and the time period in which he 
lives. Further, even at the most basic individual level, evidence shows that 
brain development and cognition (and the connectivity between cortical areas) 
are influenced and organized by cultural, social, emotional, and physiological 
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experiences that contribute to both age-related and individual variability in 
learning. 

Learning involves the orchestration of interconnected networks. There 
is no learned skill that uses only one part of the brain, and these various 
brain systems support each aspect of the human experience: social, cogni-
tive, emotional, and cultural functioning and even health and physiological 
survival. Thus, attention to both individual factors (such as developmental 
stage; physical, emotional, and mental health; and interests and motiva-
tions) and factors external to the individual (such as the environment in 
which the learner is situated, social and cultural contexts, and opportuni-
ties available to learners) is necessary to develop a complete picture of the 
nature of learning.

We have highlighted research on specific ways that culture interacts 
with learning—not as an external influence but as a central aspect of being 
human. For example, studies have illustrated cultural differences in areas of 
learning including the effects of different numeric systems on brain organi-
zation, conceptual models such as one’s model of time, and expectations 
about learning. Research suggests that cultural differences may contribute to 
differences in memory, expectations that guide causal reasoning, and other 
cognitive processes. Cultural values may influence a learner’s mindset and 
goals, and it has long been established that cultural stereotypes and values can 
affect a learner’s self-construal, or definition of herself in reference to others; 
her confidence and expectations as a learner; her goals; and her performance. 
Culture is reflected in the procedures people use to complete tasks and solve 
problems, as well as the social emotional dispositions people bring to such 
tasks. Positive cultural identification can foster engagement with learning and 
achievement. Culture is also associated with the type or degree of cognitive 
changes that are manifest with age, and it partly accounts for the significant 
variety in the trajectories of individual learners. 

We have also described many illustrations of the idea, introduced in Chap-
ter 1, that “to learn” is an active verb naming a dynamic process through which 
humans continuously adapt, through conscious and unconscious physiological 
and cognitive responses, to the unique circumstances and experiences they 
encounter. We have focused on key ideas that can be distilled from a diverse 
body of work to build on the picture of how people learn as it stood in 2000, 
when HPL I was published.1 That picture has grown more sophisticated, but 
there is still much more to learn. 

1As explained in Chapter 1, HPL I refers to How People Learn: Brain, Mind, Experience, and 
School: Expanded Edition (National Research Council, 2000). 
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RESEARCH AGENDA
Much is known about the science and practice of how people learn, but 

this exploration of the diverse and fast-moving research communities that are 
contributing to this knowledge base has highlighted frontiers where more 
work is needed. The committee has identified needed research in two broad 
areas: understanding and embracing variability in learning and the potential 
uses and impacts of technology for learning. Advances in these areas will not 
only expand on what is known about how people learn but also support the 
work of educators in formal and informal learning settings and in workplace 
training. We describe specific research goals within each of these two broad 
categories, and we hope they will be useful guides for researchers and funders 
of research as they set priorities for future work. 

Strategic investments in the work described here will undoubtedly require 
integration across levels of analysis, methods, and theoretical frameworks. We 
note that new data sources that could be relevant for understanding learning 
beyond formal schooling (such as administrative records) could provide new 
research avenues, and that partnerships across fields can spur innovations in 
the analysis of information from a variety of sources. We hope this report ad-
vances that effort by highlighting both robust findings from current research 
and opportunities to advance knowledge.

Research Area 1: Meeting the needs of all learners by connecting 
research on internal mechanisms of learning with the shaping forces 
of contextual variation, including culture, social context, instruction, 
and time of life.

Though the body of research on how people learn is vast, it remains 
limited in terms of study populations, combinations of contexts, and other 
important factors. Laboratory science does not adequately reflect the circum-
stances of learning in the classroom, and the classroom application of lessons 
from laboratory science is often blunt and insufficiently nuanced. At the most 
fundamental level, more resources are needed to initiate and then maintain 
the translation of basic research into translation research for the learning 
sciences, while also allowing discoveries in situ to be brought back to basic 
research for exploration. In addition, means of establishing and sustaining 
truly collaborative and interdisciplinary efforts should be sought. 

Several streams of research can address these limitations. One is interdis-
ciplinary research that examines how individual variation and developmental 
and contextual factors, including social, emotional, environmental, institu-
tional, and experiential factors, influence the lifelong learning process and 
learning outcomes. These research efforts should include the examination 
of the cross-level effects of social, emotional, and physiological responses 
to educational activities and their effects on proximal and distal learning 
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outcomes. In addition, these efforts should address cross-level effects as they 
occur over different time scales, in order to coordinate short- and long-term 
supportive effects on different learning outcomes, and they should elucidate 
the pathways and temporal trajectories associated with events that facilitate 
or inhibit learning effort and outcomes. 

The committee also notes the need for research focused on the ways 
distinct cultural communities organize learning; how learners adapt across dif-
ferent cultural systems (such as between home and school); and the learning 
needs of distinct populations, including those with learning disabilities and 
aging learners. Specific areas of focus should include the following:

Study populations The generalizability and robustness of findings from 
research on learning are often limited because of oversampling of certain 
cultural and socioeconomic communities in study populations. Research ef-
forts that include more-diverse study populations are needed to supplement 
laboratory-based learning research, with the aim of improving its applicability 
to real-life classroom settings. Moreover, narrowly identifying study partici-
pants by, for example, a single race, culture, or ethnicity, should be avoided. 
Studies that examine cultural and demographic variables and within-group 
variation will improve understanding of how cultural and individual variability 
can be maintained and supported in learning situations. 

Interest in learning Additional study is needed of the factors that 
influence situational interest. These factors include the individual’s prior 
experiences, the role of different learning structures and extrinsic incentives 
on sustaining interest, mindset orientation, and learning progress over time. 
Also needed is additional study of the factors and processes by which indi-
viduals allocate effort and time across competing and complementary life and 
educational goals over time. 

Role of identity in learning Research is needed to more precisely ex-
plain the ways in which beliefs about one’s cognitive abilities modify learning 
goals and identities. Research is also needed on how different learning experi-
ences combine to shape learning identity and whether there are particular 
periods of human development during which learning identity is more or less 
malleable. Finally, additional research is needed to explain how learners inte-
grate perceived sociocultural norms associated with their present and future 
identities to arrive at learning goals and how these perceptions influence the 
use of different learning strategies. 

Motivation to learn A more unified understanding of motivation is 
needed that both distinguishes and integrates the many interrelated and often 
overlapping factors that have been shown to play a role in motivation and 
learning. These factors include psychological processes, social interactions, 
and aspects of culture. Research is needed to explore the boundary conditions 
of current knowledge: To whom do current understandings about motiva-
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tion apply and under what circumstances? Research is also needed in ways 
to influence motivation and support learning across the life span, in order to 
evaluate practices and test hypotheses derived from theories of motivation and 
learning in the context of everyday learning environments (schools, homes, 
and workplaces). Most research on motivation has focused on psychological 
processes and dyadic or group interactions between peers or between students 
and teachers during instruction and in the context of a specific activity or task. 
More research attention is needed to explore how formal school structures 
and other influences affect psychological motivational processes and how 
best to promote engagement, persistence, and goal attainment for learners, 
including through changes to formal education structures.

Self-regulated learning Self-regulation is best understood in the con-
text of specific learning environments and objectives. Three streams of de-
velopmental research are needed: (1) studies that explore the development 
of self-regulation across time and across domains and disciplines, (2) studies 
that examine effective instruction in self-regulation in respect to individual 
development, and (3) studies of environments that lend themselves to the 
autonomous discovery and development of a broad repertoire of self-regulated 
strategies. Results from such studies could elucidate whether self-regulation is 
a skill that is fundamental to academic and life success, whether the develop-
ment of self-regulation can be sustained over time, and at what developmen-
tal time period(s) practitioners might most effectively target self-regulation 
interventions. Research is needed to better explain the relationship between 
teaching strategies that promote self-regulation and discipline-specific tools 
for thinking and reasoning within and across subject areas. 

Influence of learning environments Further study is needed of how 
the culture of the learning environment influences learners’ sense of belong-
ing, adaptability, agency, and learning outcomes. Researchers should identify 
the types of learning associated with particular learning tasks and environ-
ments and should track the predicted consequences for learning, motivation, 
emotion, and social interaction. Finally, research is needed to explain how 
methods of instruction prime a positive connection between current learning 
efforts and desired future outcomes.

Learning across the life span The committee advocates the creation 
of several large-scale pilot studies to create longitudinal databases that span 
learning experiences and outcomes from infancy to older adulthood. Similar 
in kind to health databases maintained in Iceland and Sweden, these data-
bases will be an investment in future discovery and the goal of supporting 
lifelong learning, mental health, productivity, and informed citizenship. The 
development of comprehensive databases will require decisions about the 
granularity and content of the database entries that are relevant to a person’s 
experiences as a learner, as well as considerations of privacy. Because the 
median age of the U.S. population is increasing, research is needed on ways 
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to optimize interventions to maintain cognitive and brain health. An immedi-
ate goal of such research should be to identify promising interventions and 
determine their potential efficacy and generalizability. Researchers examining 
the determinants of learning and development through the life span should 
look beyond prior achievement and also examine ability, attitude, motivation, 
and self-regulatory processes for all learners. With respect to postsecondary 
educational environments, more work is urgently needed on measures that 
facilitate or impede student performance, as is research on the use of technol-
ogy to support tailored instruction. 

Learning disabilities Advances in experimental design and neuroim-
aging methods have the potential to substantially improve the ways learning 
disabilities are defined and diagnosed. Unfortunately, there has been little 
integration between the field of neuroscience and studies of interventions for 
learning disabilities. Thus, better merging of data on the results of treatment 
outcomes and the understanding of underlying conditions provided by the 
neurosciences is needed to support progress in identifying and remediating 
disabilities. Technology is also part of the story. Rapidly developing digital, 
electronic, and mechanical technologies offer promise for the accommodation 
of a broad set of learning disabilities, but more research is needed to better 
understand universal design for learning.

Research Area 2: The implications of the science of learning for the 
design of technology to support learning across the life span; the com-
plex interactions between characteristics of the learner, the content 
to be learned, and the learning environment; how technology may be 
influencing the nature of what people need to learn and the psychology 
of learners; and potential drawbacks. 

Since the publication of HPL I, the use of digital technology in educational 
settings has skyrocketed. However, digital learning technologies are not always 
designed using the science of learning as a guide. Furthermore, the design of 
learning technologies should be tailored to individual learners who function 
within multiple sociocultural contexts, and the learner must have access to 
the appropriate technological tool for the right task, in the right context, at 
the right time point, in order for the technology to facilitate learning. We 
suggest several lines of research to help ensure that the benefits of learning 
technologies are maximized. 

Because of the variability in learning contexts, there is a need for methods 
to determine whether a technology is well suited to the ecological learning 
niche in which it may be used. Comprehensive, systematic meta-analyses of 
research on the impacts of different learning technologies (e.g., intelligent 
tutoring systems, mobile apps for memory practice) and technologies with 
different features (e.g., dialogues with virtual agent, extensive practice with 
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feedback) for different kinds of learning and for different users can provide 
the information needed to improve the coordination of learning technologies 
with desired learning outcomes. 

Another issue related to the diversity in learning contexts is the dearth of 
experimental research shedding light on the transfer of communication skills 
and habits between online social and academic media. Longitudinal research 
is needed on the effects of intensive, sustained engagement with online tech-
nologies as well as the effects of self-selected online activities on academic 
learning. This research should examine how online experiences are changing 
the ways people understand, experience, and engage the world and how these 
experiences affect academic performance and literacy (e.g., reading, writing, 
science, mathematics). In terms of the learning environment, some evidence 
suggests that technology-based learning in informal settings can enhance 
achievement in school. However, this evidence is not sufficiently strong to 
guide practice reliably. This gap can be addressed with additional research and 
development on designs for technology-based interventions linking in-school 
and out-of-school learning.

There is also a need for research focused on improving the suite of learning 
technologies available. For example, there is evidence that in an educational 
setting, very simple computer-teacher interfaces are surprisingly often ignored 
or quickly abandoned, which would certainly limit their utility in practice. 
Research and development to investigate the design of digital dashboards and 
associated instructor training to promote regular and productive use of data 
from student learning systems to refine instruction will improve classroom 
utilization of learning technologies. Research should capitalize on (and cata-
lyze) the increasing availability of data from learning technologies and the 
appearance of new data techniques (e.g., machine learning). These advances 
will contribute to the design of technologies that support and adapt to vari-
ability in the learners who use them in varied contexts.

Likewise, there is currently only limited evidence to support the effec-
tiveness of mobile educational applications or to reliably characterize the 
impact conversational agents have on learning. Third-party evaluations of the 
effectiveness of mobile learning applications and subsequent meta-analyses 
of such studies, once there is a critical mass of evaluation data, can help to 
address this problem. For example, research is needed on the relative effec-
tiveness of different types of virtual agents, agents with different degrees of 
domain-specific knowledge, and agents with and without adaptive features, 
in order to substantiate the utility of such agents in learning environments. 

Finally, with respect to learning technologies in the workplace, the com-
mittee finds that additional research is needed on the relative effectiveness 
of supporting embodied cognition through virtual or augmented reality tech-
nology and with sensor technologies that can detect nonverbal behaviors, 
compared to mental manipulation for learning in academic subject areas. 
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Appendix A
History of the How People Learn  

Studies and Their Use

How People Learn: Brain, Mind, Experience, and School: Expanded 
Edition (National Research Council, 2000; hereafter, HPL I) was the result 
of the work of two separate committees. How People Learn: Brain, Mind, 
Experience, and School, was the product of a 2-year study conducted by the 
Committee on Developments in the Science of Learning. This committee was 
tasked with conducting a study of the research fields that have contributed to 
the then-current understanding of human learning and cognitive development, 
in order to distill the knowledge and insight most relevant to education in the 
elementary and secondary grades. The goal of that study was to convey the 
most immediately useful developments in the science of learning to teachers, 
school officials, parents, and policy makers, and the original volume included 
a research agenda to guide the Office of Educational Research and Improve-
ment in the U.S. Department of Education in developing program directions 
and funding priorities (National Research Council, 1999b).

Following the 1999 publication of How People Learn, a second National 
Research Council committee, the Committee on Learning Research and Edu-
cational Practice, was formed to carry the original report an essential step 
further by hosting a workshop to bring together practitioners, policy mak-
ers, and researchers to react to How People Learn and to discuss the issue 
of translating educational research into everyday school practice. The results 
of the workshop were captured in How People Learn: Bridging Research 
and Practice, published in June 1999 (National Research Council, 1999c). A 
subsequent report focused on how people learn in the disciplines of history, 
mathematics, and science (National Research Council, 2005).

Unifying these first two reports was deemed valuable because the two 
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together revealed critical insights for improving learning in kindergarten-to-
grade-12 (K-12) settings. The resulting product, HPL I, generated extraordi-
nary interest, especially among groups and individuals responsible for the 
preparation of teachers. In fact, HPL I remains the third most popular report 
published by the National Academies of Sciences, Engineering, and Medicine, 
even decades after its publication. 

Based on an accumulation of decades-long research, HPL I identified a 
number of key concepts in human cognition and learning that were new at 
the time of its publication. For example, the importance of drill and practice 
to students’ understanding and application of knowledge came about through 
a fuller understanding of (1) memory and the structure of knowledge, (2) 
problem solving and reasoning, (3) the early foundations of learning, (4) 
metacognitive processes and self-regulatory capabilities, and (5) how symbolic 
thinking emerges from the culture and community of the learner (National 
Research Council, 2000). 

To demonstrate how these themes contribute to successful learning, HPL I 
drew on key findings from studies of expertise and concluded that experts 
differ from novices in more than just their general abilities (i.e., memory or 
intelligence) and the use of general strategies. Instead, experts have acquired 
extensive knowledge that affects what they notice and how they organize, 
represent, and interpret information in their environments, which in turn af-
fects their abilities to remember, reason, and solve problems.

Similarly, HPL I used research studies on the concept of transfer of learning 
(i.e., extending what is learned to a new or different context) to understand 
the long-term impact learning has on other kinds of learning or performance. 
From the literature, HPL I drew the following conclusions:

•	 	Skills and knowledge must be extended beyond the narrow contexts in 
which they are initially learned in order for deeper learning to occur.

•	 	It is imperative for the learner to develop a sense of the application of 
the knowledge (or when the knowledge can be used).

•	 	Transfer most likely occurs when the learner knows and understands 
the underlying general principles that can be applied to problems in 
different contexts.

•	 	Conceptual knowledge promotes learning.
•	 	Learners are most successful at learning and will sustain their own 

learning if they are mindful of themselves as learners and thinkers (i.e., 
use a metacognitive approach to learning and instruction). 

The remainder of HPL I focused on children as learners, on the develop-
ment of the mind and brain, and on key concepts for teachers and teaching 
(such as designed learning environments, subject-specific examples of effective 
teaching, teacher learning, and technology to support learning). In sum, HPL I 
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highlighted that children exhibit capacities that are shaped by environmental 
experiences and the individuals who care for them. Further, it noted that 
learning is promoted and regulated by both the biology and ecology of the 
child: learning produces development. Because learning changes the physi-
cal structure of the brain, and the changing structure in turn organizes and 
reorganizes how the brain functions, different parts of the brain may be ready 
to learn at different times. Finally, learning and development in childhood are 
influenced by the interactions between each child’s early competencies and 
environmental supports, interactions through which relevant capacities are 
strengthened.

Data collected by the National Academies Press on purchases and down-
loads of HPL I show that volume has been one of the most popular reports 
from the National Academies. The press commissioned market research in 
2008 that included a structured telephone survey to determine how educa-
tors, in particular, have used HPL I in their educational settings, what they 
found to be its most compelling attributes, and potential new additions they 
believed would be useful in a revision. 

While most survey respondents used HPL I as the central text for their 
courses and made it required reading for their students, others used it to 
supplement another text for specific topics or as a resource to provide a shared 
base of common knowledge. Due to the age of the report, many instructors 
reported supplementing HPL I with other materials to give students the most 
up-to-date information, thereby identifying the limitations of HPL I as a central 
text. As topics to add or update in a revision, technologies for learning and 
neuroscience were mentioned most often in the survey. Further, discussions 
with leading experts on learning from the fields of cognition, learning science, 
cognitive neuroscience, education, and workforce development suggested 
similar themes for a revision that would update areas in which significant 
development has occurred since HPL I was published and that may be trans-
formative for understanding learning and the development of learning tools 
and practices in the next decade. 
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Appendix B
List of Relevant Reports Published by the 

National Academies Press 

This bibliography consists of reports related to the 2000 National Research 
Council report, How People Learn: Brain, Mind, Experience, and School: 
Expanded Edition, and prepared under the auspices of the National Research 
Council, the Institute of Medicine, or the new combined title, National Acad-
emies of Sciences, Engineering, and Medicine. It was prepared by conducting 
a word search on the National Academies Press Website (www.nap.edu) using 
the following keywords:

21st century skills Influence of culture on learning
Adolescent education/learning Learning disabilities
Adult education/learning  Learning in academic domains
     (mathematics, science, literacy)
Assessment of learning Motivation for learning
Cognitive neuroscience of  STEM (science, technology, 
 learning  engineering, mathematics)
Early childhood education Teacher quality
English language learners Technology in education
Informal learning 

Dates of publication included in the bibliography are 1999–2016. The search 
results for each word string are listed below.
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21st Century Skills

1.  National Research Council. (2010). Exploring the intersection of 
science education and 21st century skills: A workshop summary. 
Washington, DC: The National Academies Press. 

2. National Research Council. (2011). Assessing 21st century skills: Sum-
mary of a workshop. Washington, DC: The National Academies Press. 

3. National Research Council. (2012). Education for life and work: 
Developing transferable knowledge and skills in the 21st century. 
Washington, DC: The National Academies Press. 

Adolescent Education/Learning

1. National Research Council. (1999). High stakes: Testing for tracking, 
promotion, and graduation. Washington, DC: National Academy 
Press. doi:10.17226/6336.

2. National Research Council. (2000). Mathematics education in the 
middle grades: Teaching to meet the needs of middle grades learners 
and to maintain high expectations: Proceedings of a National Con-
vocation and Action Conferences. Washington, DC: National Academy 
Press. doi:10.17226/9764.

3. National Research Council. (2002). Learning and understand-
ing: Improving advanced study of mathematics and science in 
U.S. high schools. Washington, DC: The National Academies Press. 
doi:10.17226/10129.

4. National Research Council. (2003). Engaging schools: Fostering high 
school students’ motivation to learn. Washington, DC: The National 
Academies Press. doi:10.17226/10421.

5. National Research Council. (2005a). America’s lab report: Investiga-
tions in high school science. Washington, DC: The National Academies 
Press. doi:10.17226/11311.

6. National Research Council. (2005b). How students learn: History 
in the classroom. Washington, DC: The National Academies Press. 
doi:10.17226/11100.

7. National Research Council. (2006). ICT fluency and high schools: A 
workshop summary. Washington, DC: The National Academies Press. 
doi:10.17226/11709.

8. National Research Council. (2009). Strengthening high school chem-
istry education through teacher outreach programs: A workshop 
summary to the chemical sciences roundtable. Washington, DC: The 
National Academies Press. doi:10.17226/12533.

9. National Research Council. (2011a). High school dropout, graduation, 
and completion rates: Better data, better measures, better decisions. 
Washington, DC: The National Academies Press. doi:10.17226/13035.
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10. National Research Council. (2011b). Incentives and test-based ac-
countability in education. Washington, DC: The National Academies 
Press. doi:10.17226/12521.

11. Institute of Medicine. (2013). Educating the student body: Taking 
physical activity and physical education to school. Washington, DC: 
The National Academies Press. doi:10.17226/18314.

12. Institute of Medicine and National Research Council. (2014). Building 
capacity to reduce bullying: Workshop summary. Washington, DC: 
The National Academies Press. doi:10.17226/18762.

13. National Research Council. (2001). Understanding dropouts: Statistics, 
strategies, and high-stakes testing. Washington, DC: National Academy 
Press. 

14. National Research Council. (2006). A study of interactions: Emerging 
issues in the science of adolescence workshop summary. Washington, 
DC: The National Academies Press. 

15. National Research Council and Institute of Medicine. (1999). Adoles-
cent decision making: Implications for prevention programs: Sum-
mary of a workshop. Washington, DC: National Academy Press. 

16. National Research Council and Institute of Medicine. (2000). After-
school programs that promote child and adolescent development: 
Summary of a workshop. Washington, DC: National Academy Press. 

Adult Education/Learning

1. National Research Council. (2002a). The knowledge economy and 
postsecondary education: Report of a workshop. Washington, DC: 
The National Academies Press. doi:10.17226/10239.

2. National Research Council. (2002b). Performance assessments 
for adult education: Exploring the measurement issues: Report 
of a workshop. Washington, DC: The National Academies Press. 
doi:10.17226/10366.

3. National Research Council. (2012). Improving adult literacy instruc-
tion: Supporting learning and motivation. Washington, DC: The 
National Academies Press. doi:10.17226/13469.

4. Institute of Medicine. (2010). Redesigning continuing education in 
the health professions. Washington, DC: The National Academies Press. 
doi:10.17226/12704.

Assessment of Learning

1. National Research Council. (1999). The assessment of science meets 
the science of assessment: Summary of a workshop. Washington, DC: 
National Academy Press. doi:10.17226/9588.
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2. National Research Council. (2000a). Grading the nation’s report card: 
Research from the evaluation of NAEP. Washington, DC: National 
Academy Press. doi:10.17226/9751.

3. National Research Council. (2000b). Inquiry and the national science 
education standards: A guide for teaching and learning. Washington, 
DC: National Academy Press. doi:10.17226/9596.

4. National Research Council. (2001a). Classroom assessment and the 
national science education standards. Washington, DC: National 
Academy Press. doi:10.17226/9847.

5. National Research Council. (2001b). Knowing what students know: 
The science and design of educational assessment. Washington, DC: 
National Academy Press. doi:10.17226/10019.

6. National Research Council. (2002). Performance assessments for adult 
education: Exploring the measurement issues: Report of a workshop. 
Washington, DC: The National Academies Press. doi:10.17226/10366.

7. National Research Council. (2003). Assessment in support of instruc-
tion and learning: Bridging the gap between large-scale and class-
room assessment—workshop report. Washington, DC: The National 
Academies Press. doi:10.17226/10802.

8. National Research Council. (2004). Keeping score for all: The effects 
of inclusion and accommodation policies on large-scale educa-
tional assessment. Washington, DC: The National Academies Press. 
doi:10.17226/11029.

9. National Research Council. (2005). Systems for state science as-
sessment. Washington, DC: The National Academies Press. 
doi:10.17226/11312.

10. National Research Council. (2008). Early childhood assessment: Why, 
what, and how. Washington, DC: The National Academies Press. 
doi:10.17226/12446.

11. National Research Council. (2010). State assessment systems: Explor-
ing best practices and innovations: Summary of two workshops. 
Washington, DC: The National Academies Press. doi:10.17226/13013.

12. National Research Council. (2012). Improving adult literacy instruc-
tion: Developing reading and writing. Washington, DC: The National 
Academies Press. doi:10.17226/13468.

13. National Research Council. (2015). Guide to implementing the next 
generation science standards. Washington, DC: The National Acad-
emies Press. doi:10.17226/18802.

14. National Academy of Engineering. (2009). Developing metrics for 
assessing engineering instruction: What gets measured is what 
gets improved. Washington, DC: The National Academies Press. 
doi:10.17226/12636.
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Cognitive Neuroscience of Learning

1. Institute of Medicine. (2015). The neuroscience of gaming: Work-
shop in brief. Washington, DC: The National Academies Press. 
doi:10.17226/21695.

Early Childhood Education

1. National Research Council. (1999). Improving student learning: A 
strategic plan for education research and its utilization. Washington, 
DC: National Academy Press. doi:10.17226/6488.

2. National Research Council. (2002). Minority students in special and 
gifted education. Washington, DC: The National Academies Press. 
doi:10.17226/10128.

3. Institute of Medicine and National Research Council. (2005). Math-
ematical and scientific development in early childhood: A workshop 
summary. Washington, DC: The National Academies Press. 

4. Institute of Medicine. (2009). Strengthening benefit-cost analysis for 
early childhood interventions: Workshop summary. Washington, DC: 
The National Academies Press. doi:10.17226/12777.

5. Institute of Medicine and National Research Council. (2012). The early 
childhood care and education workforce: Challenges and opportu-
nities: A workshop report. Washington, DC: The National Academies 
Press. doi:10.17226/13238.

6. Institute of Medicine and National Research Council. (2014). The cost 
of inaction for young children globally: Workshop summary. Wash-
ington, DC: The National Academies Press. doi:10.17226/18845.

7. Institute of Medicine and National Research Council. (2015a). Financ-
ing investments in young children globally: Summary of a joint 
workshop by the Institute of Medicine, National Research Council, 
and the Centre for Early Childhood Education and Development, 
Ambedkar University, Delhi. Washington, DC: The National Acad-
emies Press. doi:10.17226/18993.

8. Institute of Medicine and National Research Council. (2015b). Scaling 
program investments for young children globally: Evidence from 
Latin America and the Caribbean: Workshop in brief. Washington, 
DC: The National Academies Press. doi:10.17226/21748.

9. Institute of Medicine and National Research Council. (2015c). Trans-
forming the workforce for children birth through age 8: A unify-
ing foundation. Washington, DC: The National Academies Press. 
doi:10.17226/19401.
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10. National Academies of Sciences, Engineering, and Medicine. (2015). 
Using existing platforms to integrate and coordinate investments for 
children: Summary of a joint workshop by the National Academies 
of Sciences, Engineering, and Medicine; Centre for Health Education 
and Health Promotion; and Wu Yee Sun College of the Chinese Uni-
versity of Hong Kong. Washington, DC: The National Academies Press. 
doi:10.17226/21799.

11. National Academies of Sciences, Engineering, and Medicine. (2016a). 
Moving from evidence to implementation of early childhood pro-
grams: Proceedings of a workshop—in brief. Washington, DC: The 
National Academies Press. doi:10.17226/23669.

12. National Academies of Sciences, Engineering, and Medicine. (2016b). 
Reaching and investing in children at the margins: Summary of a 
joint workshop by the National Academies of Sciences, Engineering, 
and Medicine; Open Society Foundations; and the International Step 
by Step Association (ISSA). Washington, DC: The National Academies 
Press. doi:10.17226/23491.

13. National Academy of Sciences and National Academy of Engineering. 
(2009). Nurturing and sustaining effective programs in science edu-
cation for grades K-8: Building a village in California: Summary of a 
convocation. Washington, DC: The National Academies Press. 

14. National Research Council. (1999). Starting out right: A guide to pro-
moting children’s reading success. Washington, DC: National Academy 
Press. 

15. National Research Council. (2000). Eager to learn: Educating our pre-
schoolers. Washington, DC: National Academy Press. 

16. National Research Council. (2001a). Adding it up: Helping children 
learn mathematics. Washington, DC: National Academy Press. 

17. National Research Council. (2001b). Early childhood development and 
learning: New knowledge for policy. Washington, DC: National Acad-
emy Press. 

18. National Research Council. (2007a). Ready, set, science!: Putting 
research to work in K-8 science classrooms. Washington, DC: The 
National Academies Press. 

19. National Research Council. (2007b). Taking science to school: Learn-
ing and teaching science in grades K-8. Washington, DC: The National 
Academies Press. 

20. National Research Council. (2008). Early childhood assessment: Why, 
what, and how. Washington, DC: The National Academies Press. 

21. National Research Council. (2009). Mathematics learning in early 
childhood: Paths toward excellence and equity. Washington, DC: The 
National Academies Press. 
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22. National Research Council and Institute of Medicine. (2000). After-
school programs that promote child and adolescent development: 
Summary of a workshop. Washington, DC: The National Academies 
Press. 

English Language Learners

1. National Research Council. (1999). High stakes: Testing for tracking, 
promotion, and graduation. Washington, DC: National Academy 
Press. doi:10.17226/6336.

2. National Research Council. (2000). Testing English-language learn-
ers in U.S. schools: Report and workshop summary. Washington, DC: 
National Academy Press. doi:10.17226/9998.

3. National Research Council. (2002). Reporting test results for stu-
dents with disabilities and English-language learners: Summary 
of a workshop. Washington, DC: The National Academies Press. 
doi:10.17226/10410.

4. National Research Council. (2003). Measuring access to learn-
ing opportunities. Washington, DC: The National Academies Press. 
doi:10.17226/10673.

5. National Research Council. (2010). Language diversity, school learn-
ing, and closing achievement gaps: A workshop summary. Washing-
ton, DC: The National Academies Press. doi:10.17226/12907.

6. National Research Council. (2011a). Allocating federal funds for state 
programs for English language learners. Washington, DC: The Na-
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tion: Options for practice and research. Washington, DC: The National 
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come program. Washington, DC: The National Academies Press. 
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10. National Academies of Sciences, Engineering, and Medicine. (2015). 
The integration of immigrants into American society. Washington, 
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Appendix C
Study Populations in  

Research on Learning

Often, groups of learners are categorized according to shared attributes, 
such as age, ethnicity, socioeconomic status, achievement profile, or, in 
some cases, a learning disability. Generalizing across groups of people is im-
portant for understanding trends, such as the effects of poverty on learning 
and development. Generalizing is also important for building evidence-based 
theories of learning and teaching. If every individual is treated as completely 
different from every other person, it would be an intractably complex task 
to make assertions about the types of teaching interventions that are most ef-
fective for the majority of learners or for teaching a class of students, or even 
for running a school. And yet, overgeneralizing can dangerously blind one to 
people’s complexities, nuances, and variability.

Although race, culture, and ethnicity are frequently used demographic 
variables in medical, sociological, psychological, and genetic research (Lillie-
Blanton and LaVeist, 1996), attempting to fit individuals within a single de-
scriptor of race or culture and then generalizing the results of the research 
to a broader population is highly problematic for a number of reasons. First, 
all individuals function within culturally plural societies, so the identification 
of any singular cultural groups is likely to be inaccurate. Moreover, whereas 
a particular cultural group may share a set of values, the development of any 
one person is influenced by particular values as he experiences them within 
one or more of the microsystems that he inhabits (e.g., the home, school, 
workplace, or peer group). Thus, researchers should be very cautious about 
drawing conclusions about individuals based solely on the cultural group 
with which they are identified or affiliated. Likewise, because culture is not 
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a single construct, the influence of culture on learning will vary by individual 
and learning context (formal and informal educational settings). 

Second, the means by which race is determined for research purposes 
is rarely described, but it most often occurs through the limited methods 
of observation of physical characteristics, self-identification, or a review of 
medical records (Dirette, 2014; Kaplan and Bennett, 2003; Williams, 1994). 
Often, the racial description categories in research studies are too broad to 
capture all of the possible descriptors accurately, or they simply do not fit an 
individual’s self-identification. For example, in the United States, a child who 
has one European American parent and one African American parent is often 
treated as African American (an example is President Barack Obama) and may 
identify as African American. But a growing trend is for mixed-race/ethnicity 
individuals to identify as biracial or multiracial. Moreover, some researchers 
argue that race is a product of the ways that people think about human dif-
ferences (Appiah, 1992; Goldberg, 1993), while others note that because 
race plays a prominent role in human social practices, race is a social, not 
biological, construct (Appiah, 1996; Omi and Winant, 1994; Outlaw, 1995; 
Root, 1998; Zack, 1993).

Conceiving of race or ethnicity as a “box” to be checked on a form may bias 
instructors’ perspectives with respect to categories of students. At the same 
time, cultural practices are resources that every student and teacher brings 
to a learning situation. There is evidence that learning and identification with 
school are facilitated when teachers recognize and support the perspectives 
and practices of their students.

Forcing mixed-race individuals to select a single identity on surveys and 
questionnaires may also have negative consequences for survey respondents. 
Townsend and colleagues (2009) asked mixed-race participants to fill out 
two versions of a demographic questionnaire. In one version, only one racial 
background could be specified; in the second, respondents could select mul-
tiple races. Mixed-race respondents compelled to choose a single race scored 
lower on subsequent motivation and self-esteem questions than did mixed-race 
respondents who were allowed to select multiple races on the questionnaire. 
In short, the denial of multiracial identities had negative consequences for 
respondents’ self-perception, in the context of the questionnaire, which in 
turn may influence how they learn (see Chapter 3 for the role of motivation, 
identity, emotion, and culture on learning). 

The use of race as a demographic variable in research is also highly 
problematic from a scientific perspective. The Human Genome Project has 
shown that race is neither a genetic nor a biological construct (Collins, 2004). 
Genetic research scholars have concluded that racial categories do not ac-
curately reflect genetic diversity and that the use of race in genetics research 
should be phased out (Yudell et al., 2016). An example that demonstrates that 
genetic differences are not fixed by race is a comparison of the full genomes 
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of American scientists James Watson and Craig Ventner (both of European 
ancestry) with that of Korean scientist Seong-Jin Kim. The genetic sequences 
of Watson and Ventner shared fewer variations than either shared with that 
of Kim (Levy et al., 2007; Ahn et al., 2009). 

The distinction between race and culture is not clear-cut. For instance, 
in the United States, racial categories reflect historical factors such as racism, 
inequality of opportunity, and social stratification. Although the United States 
is rapidly becoming a majority minority population—a population in which 
the majority of persons identify as being of one or more racial/ethnic minority 
groups—the status of these groups is highly dependent on the race construct 
as it has developed in the mainstream culture. Some behaviors and practices 
that may be conceptualized as “cultural” have developed within a context of 
adapting to social positioning (e.g., race, social class, ethnicity, and gender) 
and in response to social stratification mechanisms (e.g., racism, discrimina-
tion, and prejudice) as well as segregation. Under these circumstances, what 
appear to be cultural practices may emerge as a direct response to macro-level 
societal factors, such as discrimination (García Coll et al., 1996). 

Although scholars strive to be unbiased and objective, doing so can lead 
to blindness to the cultural nature of one’s own constructions of reality. It is 
important to realize that the dominant Western scientific-cultural model is one 
perspective on reality and carries with it its own biases and assumptions. The 
perspectival nature of “scientific” views of reality is illustrated through the 
history of shifting dominant paradigms in any field of scientific inquiry. But 
practitioners typically apply this abundant evidence of cultural embeddedness 
only to their predecessors, not to themselves. The lack of awareness many 
social and educational scientists have of their own cultural perspectives has 
a number of counterproductive consequences.

For example, researchers may design studies that reflect the assumption 
that cognition and learning are universal processes, and they may further as-
sume that therefore any study population will serve as well as any other. In an 
important review paper challenging this assumption, Henrich and colleagues 
(2010a) argued that the overwhelming choice of research subjects—namely 
Western, highly educated, industrialized, rich, and democratic (WEIRD) 
samples—for studies of perception and cognition has yielded findings that 
not only fail to generalize to the world at large but also are especially atypical 
and unrepresentative (see also Sears, 1986; Hartmann et al., 2013).

Second, this narrow research study population base (usually college stu-
dents in the West) can bias how research questions are framed and limit the 
resulting conclusions. For example, there is a considerable body of research 
on effects of diversity in groups where the natural comparison or baseline has 
been a homogeneous (nondiverse) group. But as Apfelbaum and colleagues 
(2014) pointed out, this research typically leads to conclusions about the 
effects of diversity but remains blind to the possibility that homogeneity has 

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


318 How PeoPle learn II

independent effects of its own on the baseline group’s processes of learning 
and cognition.

A third negative consequence of a researcher’s embeddedness in her own 
culture is that the proper focus of her research, the study materials developed, 
and the methods employed will tend to be guided by her own (cultural) 
intuitions and consequently are likely (inadvertently) to favor people from 
the same cultural group (Medin et al., 2010). For example, in developmental 
research it is common for researchers to interview children one at a time and 
to ask children questions to which the researchers assume they themselves 
know the answer. This may not be at all unusual in Western, middle class 
communities, but in many cultures, isolating a child from his peers and using 
known-answer questions may be very peculiar, to say the least. The methods 
as presented may be the same in the two cultures, but the methods as received 
could be dramatically different.

For efficiency and efficacy, this committee has taken a middle ground with 
respect to the literature we have examined. Although some of the literature 
cited in this report refers to groups of people or cultures, such as East Asian, 
Mayan, or Western (referring to North American and European), we recognize 
that it is useful to analyze and understand the relevant determinants, processes, 
and outcomes of learning and the relationships among these factors. But we 
also recognize that the responsible use of research in educational contexts 
includes taking the time to integrate the findings to understand what they 
mean for individual learners: learners who are whole, unique persons, who 
each live in particular contexts. 
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development, and implications of these connections for pedagogy and teacher 
professional development. Her interdisciplinary approach combines human 
development psychology with social neuroscience and field studies in schools. 
She is associate editor for Mind, Brain, and Education, and the American Edu-
cational Research Association’s AERA Open, serves on the editorial boards of 
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the Journal of Experimental Psychology: General and Culture and Brain, and 
is currently serving as president of the International Mind, Brain, and Education 
Society. She serves on advisory boards for multiple schools, school districts, 
and scientific research institutes and commissions in the United States and 
internationally, including as a distinguished scientist on the Aspen Institute’s 
National Commission on Social, Emotional and Academic Development. She 
has received the Proceedings of the National Academy of Sciences Cozarrelli 
Prize and early career awards from the AERA, the American Association for the 
Advancement of Science, the Federation of Associations of Behavioral & Brain 
Sciences, and the Association for Psychological Science, and commendations 
from the Army and Los Angeles County. Her Ed.M. in cognitive development 
and Ed.D. in human development and psychology are from Harvard University.

Ruth Kanfer is professor of psychology at the School of Psychology, Georgia 
Institute of Technology. Her research, which focuses on the influence of moti-
vation, personality, and emotion in workplace behavior, job performance, and 
worker well-being, has examined the impact of these people factors and situ-
ational constraints as they affect skill training, job search, teamwork, job perfor-
mance, and the development of workplace competencies. Recent projects have 
focused on adult development and workforce gaining, job search–employment 
relations, motivation in and of teams, and person determinants of cross-cultural 
effectiveness. She is director of the Work Science Center and codirector of 
the Kanfer-Ackerman laboratory, which conducts longitudinal and large-scale 
laboratory and field collaborative projects on topics such as workforce aging, 
work adjustment, cognitive fatigue, skill acquisition, adult development and 
career trajectories, and self-regulated learning. She has served on the editorial 
boards of the Academy of Management Learning and Education; Applied 
Psychology: An International Review; Human Performance; Journal of 
Applied Psychology; and the Journal of Occupational and Organizational 
Psychology. She received the 2007 Distinguished Scientific Contributions 
Award and the 2006 William R. Owens Scholarly Achievement Award from the 
Society for Industrial and Organizational Psychology. She earned her Ph.D. in 
psychology from Arizona State University.

Jeffrey D. Karpicke is the James V. Bradley professor of psychological sci-
ences at Purdue University. His research sits at the interface between cognitive 
science and education, with a specific emphasis on the importance of retrieval 
processes for learning. A primary goal of his research is to identify effective 
cognitive strategies that promote long-term learning, comprehension, and 
knowledge application. His research program examines learning strategies in 
children, metacognition and self-regulated learning, and educational technol-
ogy. He received the Early Investigator Award from the Society of Experimental 
Psychologists in 2017, the Janet Taylor Spence Award for Transformative Early 
Career Contributions from the Association for Psychological Science in 2015, 
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the Outstanding Young Investigator Award from the Psychonomic Society in 
2013, a National Science Foundation CAREER Award in 2012, and the Presi-
dential Early Career Award for Scientists and Engineers in 2012. He earned his 
Ph.D. from Washington University in St. Louis. 

Barbara M. Means is executive director of Learning Sciences Research at 
Digital Promise. Previously the founder and director of the Center for Tech-
nology in Learning at SRI International, she is an educational psychologist 
whose research focuses on ways technology can support students’ learning 
of advanced skills and the revitalization of classrooms and schools. Her 2014 
book, Learning Online: What Research Tells Us About Whether, When, and 
How, describes the state of the art in online learning from kindergarten through 
higher education and adult learning and provides a critical appraisal of the 
research base for practices in each of these domains. Her recent work includes 
evaluating the implementation and impacts of newly developed adaptive 
learning courseware developed with funding from the Bill & Melinda Gates 
Foundation. Previously, she helped the Office of Educational Technology, U.S. 
Department of Education, develop a framework for describing new research 
approaches and forms of evidence made possible when students learn online. 
She has been an author or editor for eight books on topics in education, learn-
ing technology, and education reform. She earned her bachelor’s degree in 
psychology from Stanford University and her Ph.D. in educational psychology 
from the University of California, Berkeley.

Douglas L. Medin (NAS) is the Louis W. Menk professor of psychology and 
holds a joint appointment in Psychology and Education and Social Policy at 
Northwestern University. Dr. Medin taught at Rockefeller University, the Uni-
versity of Illinois, and the University of Michigan. From his earlier research on 
concepts and categorization, recent research has extended to cross-cultural 
studies of biological categorization and reasoning, cultural and cognitive di-
mensions of moral reasoning and decision making, and culturally based and 
community-based science education. The latter work involves a partnership of 
the American Indian Center of Chicago, the Menominee tribe of Wisconsin, and 
Northwestern University. He has conducted research on cognition and learning 
among both indigenous and majority culture populations in Guatemala, Brazil, 
Mexico, and the United States. He received an American Psychological Associa-
tion (APA) Presidential Citation, the APA distinguished Scientific Contribution 
Award, and the Association for Physiological Science William James Lifetime 
Achievement Award and is a member of the National Academy of Sciences, 
the American Academy of Arts and Sciences, and the National Academy of 
Education. He received a James McKeen Cattell Sabbatical Fellowship Award 
and has served as editor for The Psychology of Learning and Motivation and 
Cognitive Psychology. He earned his M.A. and Ph.D. in psychology from the 
University of South Dakota.
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Linda Nathan is the executive director of the Center for Artistry and Schol-
arship, which fosters and mobilizes creative, arts-immersed schools, where 
students are making and doing, teachers are asking how and why, and schools 
are engaged in their community. In this role, she oversees key programs 
including the Perrone-Sizer Institute for Creative Leadership in partnership 
with the University of Massachusetts, Boston. She also works closely with the 
leadership of Conservatory Lab Charter School to support its development 
as a national model of project-based learning and arts-immersed education. 
Dr. Nathan was the founding Headmaster of Boston Arts Academy, Boston’s 
first public high school for the visual and performing arts. As an experienced 
leader in education, Dr. Nathan actively mentors teachers and principals, and 
consults nationally and internationally on issues of educational reform, leader-
ship and teaching with a commitment to equity, and the critical role of arts 
and creativity in schools. Dr. Nathan also facilitates workshops and conversa-
tions about issues of race, equity, and culturally relevant pedagogy for school 
leaders, teachers, parents, and students across the nation. She is the author of 
two books: Hardest Questions Aren’t on the Test (2009, Beacon Press) and 
When Grit Isn’t Enough (2017, Beacon Press). Dr. Nathan is also an adjunct 
lecturer at the Harvard Graduate School of Education where she has taught 
for 17 years. She earned master’s degrees in education administration from 
Antioch University and in performing arts from Emerson College and received 
an Ed.D. from Harvard University. 

Annemarie Sullivan Palincsar is the Jean and Charles Walgreen Jr. chair 
of reading and literacy, Arthur F. Thurnau professor, and a teacher educator 
at the University of Michigan. Her primary research interest is in supporting 
students’ sense-making and knowledge building especially in the context of 
project-based learning. A particular interest is children who struggle with 
challenging academic work. With her research group and in collaboration 
with computer scientist Elliot Soloway, she designed and studied the use of a 
cyber-learning environment in which students collaborate as they read texts, 
view video, use simulations, write, and draw, while engaging in scientific inquiry. 
She participated in studies investigating the value of educative supports for 
science teaching in the upper elementary grades and in design-based research 
to investigate the process and outcomes of teaching English learners the use of 
functional grammar analysis as an aid to interpreting and learning from narra-
tive and informational text. She has served on expert panels and committees to 
prepare evidence-based reports on teacher preparation and learning, including 
the OERI/RAND Reading Study Group and the International Reading Associa-
tion’s Literacy Research Panel. She served on the National Advisory Board to 
Children’s Television Workshop, was co-editor of Cognition and Instruction, 
and is a member of the National Academy of Education. Her Ph.D. is from the 
University of Illinois at Urbana–Champaign.
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Daniel L. Schwartz is the Nomellini & Olivier professor of educational 
technology and director of the AAA Laboratory at Stanford University, where 
he has taught since 2000. He is also the I. James Quillen dean of the graduate 
school of education, Stanford University. Previously, he was an associate and 
assistant professor at Vanderbilt University. He studies student understanding 
and representation and the ways that technology can facilitate learning. His 
research—at the intersection of cognitive science, computer science, and 
education—examines learning and instruction in laboratory, classroom, and 
informal settings. Informed by his 8 years as a middle school teacher in Los 
Angeles and Alaska, a theme throughout his research is how people’s facility 
for spatial thinking can inform and influence processes of learning, instruction, 
assessment, and problem solving. In particular, new media enables exploita-
tion of spatial representations and interactivity in fundamentally new ways 
that complement the verbal approaches dominant in traditional educational 
research and practice. He has published on learning, assessment, technology, 
and the relation between perceptual-motor systems, physical environments, 
and higher-order cognition. His recognitions include Stanford Graduate School 
Advisor of the Year, Teacher of the Year, AERA Article of the Year, Research 
 Article of the Year (Association for Educational Computing and Technology), 
and Outstanding Young Teacher in Los Angeles Unified School District (Alumni 
of the School of Education, University of Southern California). His Ph.D. in 
 human cognition and learning is from Columbia University.

Heidi Schweingruber directs the Board on Science Education (BOSE) at the 
National Academies of Sciences, Engineering, and Medicine. In this role, she 
oversees the BOSE portfolio and collaborates with the board to develop new 
projects. She has worked on multiple National Academies projects on science, 
technology, engineering, and mathematics education, including co-directing the 
study that resulted in the report A Framework for K-12 Science Education, 
which provided the blueprint for new national standards for K-12 science 
education. She co-authored two award-winning books for practitioners that 
translate findings of National Research Council reports for a broader audience: 
Ready, Set, Science!: Putting Research to Work in K-8 Science Classrooms 
(2008) and Surrounded by Science (2010). Prior to joining the National 
Academies, she was a senior research associate at the Institute of Education 
Sciences in the U.S. Department of Education and the director of research for 
the Rice University School Mathematics Project, an outreach program in K–12 
mathematics education. She holds a Ph.D. in psychology (developmental) and 
anthropology, and a certificate in culture and cognition from the University 
of Michigan. 

Zewelanji N. Serpell is an associate professor and director of graduate stud-
ies in the psychology department at Virginia Commonwealth University. Her 

How People Learn II Learners, Contexts, and Cultures

Copyright National Academy of Sciences. All rights reserved.

http://www.nap.edu/24783


327Appendix d

research focuses on developing and evaluating school-based programs for un-
derperforming students. Her work harnesses advances in cognitive science to 
develop and test interventions that target students’ executive functioning. For 
example, she has a project exploring whether cognitive activities associated 
with playing chess enhance executive functions and whether improvements 
transfer to academic outcomes for African American elementary school stu-
dents. She also studies ways to optimize learning experiences using computer-
based programs with African American students from middle school to college. 
She served as a AAAS Science and Technology Congressional Fellow sponsored 
by the American Educational Research Association. She is also a fellow of the 
APA Minority Fellowship Program and was a postdoctoral research fellow of the 
National Science Foundation’s Quality Education from Minorities Network and 
of the National Center for Research on Early Childhood Education (University 
of Virginia, Curry School of Education). Previously she held academic positions 
at Virginia State University and James Madison University (JMU). At JMU, she 
was associate director of the Attention and Learning Disabilities Center and the 
Alvin and Nancy Baird professor in psychology. In addition to her published 
research, she coedited two books on school mental health. She earned her M.S. 
and Ph.D. in developmental psychology from Howard University.

Barbara A. Wanchisen directs the Board on Behavioral, Cognitive, and Sensory 
Sciences at the National Academies of Sciences, Engineering, and Medicine. 
Previously, she was the executive director of the Federation of Behavioral, 
Psychological, & Cognitive Sciences, a nonprofit advocacy organization. Before 
that, she was a professor in the Department of Psychology and director of the 
college-wide honors program at Baldwin-Wallace University. She is a member 
of the Psychonomic Society, the Association for Behavior Analysis International, 
and the American Psychological Association, where she is a fellow of Division 
25 (Behavior Analysis). She was on the editorial boards of the Journal of the 
Experimental Analysis of Behavior and The Behavior Analyst and a guest 
reviewer for a number of other journals. She received her B.A. in English and 
philosophy from Bloomsburg University of Pennsylvania, an M.A. in English 
from Villanova University, and her doctorate in experimental psychology from 
Temple University.

Tina Winters is an associate program officer with the Board on Behavioral, 
Cognitive, and Sensory Sciences (BBCSS). During her time at BBCSS, she 
has worked on a wide variety of projects under BBCSS’s portfolio, includ-
ing overseeing projects related to Alzheimer’s disease, behavior and sun 
exposure, and healthy aging. She has worked on many National Academies 
reports, including Enhancing the Effectiveness of Team Science, Measur-
ing Human Capabilities: An Agenda for Basic Research on the Assessment 
of Individual and Group Performance Potential for Military Accession, 
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The Context of Military Environments: An Agenda for Basic Research on 
Social and Organizational Factors Relevant to Small Units, Review of Dis-
ability and Rehabilitation Research: NIDRR Grantmaking Processes and 
Products, Using Science as Evidence in Public Policy, Strengthening Peer 
Review in Federal Agencies That Support Education Research, Advanc-
ing Scientific Research in Education (which she co-edited), and Knowing 
What Students Know: The Science and Design of Educational Assessment. 

Renée L. Wilson-Gaines is a senior program assistant with the Board on Be-
havioral, Cognitive, and Sensory Sciences. She joined the National Academies 
staff in 2009 and currently supports the following projects: How People Learn 
II, Substance Abuse and Mental Health Services Administration, and Measur-
ing Human Capabilities. Previously, she supported studies on the Context 
of Military Environments, Mine Safety: Essential Components of Self-Escape, 
Sociocultural Data to Accomplish Department of Defense Missions, The Role 
of Human Factors in Home Health Care, Field Evaluation in the Intelligence 
and Counterintelligence Context, and A Database for a Changing Economy: 
Review of the Occupational Information Network. 
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